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Star Formation Rate (SFR)

✤ SFR= dM*/dt

✤ galaxies evolve, and not only passively

✤ rely on short-lived stars to measure SFR

✤ if they are “observed” (directly or indirectly), they must have 
formed less than ∆t time ago
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Why short-lived stars trace SFR
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How can we “count” short lived stars?

✤ Mass-tsurv relation

✤ Mass-Teff relation
✤ ⇒ follow the UV photons!
✤ t-M* “uncertainty 

principle”: the more 
“instantaneous” the SFR 
measurement, the largest 
the extrapolation in mass
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The fate of UV photons

✤ The highest-energy UV photons (E>13.6 eV, i.e. 
912Å) ionize the atoms in the birth clouds of 
stars, cascade down the recombination ladders

✤ Hydrogen series (mainly Balmer, Paschen, 
Brackett; Lyman is resonant, not optically 
thin)

✤ other nebular lines (e.g. [OII]) are excited by 
hot free electrons

✤ Lower energy UV photons escape and produce 
UV luminosity, possibly attenuated by dust

✤ All can heat up dust and excite ISM molecular 
emission (like PAHs) 
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Hydrogen recombination lines

✤ Ionized ISM is optically thin to non-resonant lines (not so many atoms/ions excited 
above the ground state), i.e. NOT 

✤ Intensity of hydrogen recombination lines almost independent of T, ~proportional to 
the number of recombinations, hence to the number of ionizing photons if 
equilibrium holds and all ionizing photons absorbed (“case B”)

✤ Dust extinction can be estimated based on recombination line ratios: the theoretical 
ratio is altered by wavelength dependent extinction; once an extinction curve is 
assumed, one just needs the extinction ratio at two different λ to get the optical depth

✤ Intrinsic line luminosity can be derived ⇒ ionizing flux
✤ SPS models provide the conversion from ionizing flux to SFR
✤ Only stars with M>10M⦿ and life-time <20 Myr contribute significantly:

✤ “instantaneous” measurement
✤ large uncertainties due to IMF, which is however constrained by EW(Halpha)

6 G. Stasińska: Abundances in H ii regions and planetary nebulae

source is a blackbody of temperature T⋆, one has < E >≈ (3/2)kT⋆. Therefore:

G ∝ n2T⋆T
−1
e , (1.18)

meaning that the energy gains are roughly proportional to the temperature of the ionizing
stars.

Thermal losses in nebulae occur through recombination, free-free radiation and emis-
sion of collisionally excited lines. The dominant process is usually due to collisional
excitation of ions from heavy elements (with O giving the largest contribution, followed
by C, N, Ne and S). Indeed, these ions have low-lying energy levels which can easily be
reached at nebular temperatures. The excitation potentials of hydrogen lines are much
higher, so that collisional excitation of H0 can become important only at high electron
temperatures.

For the transition l of ion j of an element Xi, in a simple two-level approach and
when each excitation is followed by a radiative deexcitation, the cooling rate can be
schematically written as

Lijl
coll = nen(Xj

i )qijlhνijl = 8.63 10−6nen(Xj
i )Ωijl/ωijlT

−0.5
e e(χijl/kTe)hνijl, (1.19)

where Ωijl is the collision strength, ωijl is the statistical weight of the upper level, and
χijl is the excitation energy.

If the density is sufficiently high, some collisional deexcitation may occur and cooling
is reduced. In the two-level approach one has:

Lijl
coll = nen(Xj

i )neqijlhνijl(1/(1 + ne(q12 + q21)/A21). (1.20)

So, in a first approximation, one can write that the electron temperature is determined
by

G = L =
∑

ijl

Lijl
coll , (1.21)

where G is given by Eq. (1.18) and Lijl
coll by Eq. (1.20).

The following properties of the electron temperature are a consequence of the above
equations:

– Te is expected to be usually rather uniform in nebulae, its variations are mostly
determined by the mean energy of the absorbed stellar photons, and by the populations
of the main cooling ions. It is only at high metallicities (over solar) that large Te gradients
are expected: then cooling in the O++ zone is dominated by collisional excitation of fine
structure lines in the ground level of O++, while the absence of fine structure lines in the
ground level of O+ forces the temperature to rise in the outer zones (Stasińska 1980a,
Garnett 1992).

– For a given T⋆, Te is generally lower at higher metallicity.
– For a given metallicity, Te is generally lower for lower T⋆.
– For a given T⋆ and given metallicity, Te increases with density in regions where n is

larger than a critical density for collisional deexcitation of the most important cooling
lines (around 5 102 – 103 cm−3).

1.3. Line intensities
In conditions prevailing in PNe and H ii regions the observed emission lines are optically
thin, except for resonance lines such as H Lyα, C ivλ1550, N vλ1240, Mg iiλ2800,
Si ivλ1400, and some helium lines. Also the fine structure IR lines could be optically thick
in compact H ii regions or giant H ii regions (however, the velocity fields are generally
such that this is not the case). The fact that most of the lines used for abundance
determinations are optically thin makes their use robust and powerful.
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Extinction from “Balmer decrement”

f(λ) is the assumed extinction curve

AV is the only left unknown
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L’estinzione ad una certa λ può essere scritta come A(λ) = f(λ) AV dove f(λ) è 
la curva di estinzione, che dipende unicamente dalle proprietà dei grani, 
mentre AV è l’estinzione in banda V che dipende anche dalla quantità di 
polvere lungo la linea di vista.
Spesso si utilizzano le righe dell’idrogeno (di cui si conoscono i rapporti),
es. il “decremento di Balmer” Hα/Hβ, per stimare l’estinzione

data una curva di estinzione f(λ) (spesso assunta) si ricava AV

Sunday, December 16, 12
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recently obtained by us during several runs at the Observa-
toire d’Haute Provence (France), at Calar Alto (Spain)
(Boselli & Gavazzi 2002), at San Pedro Martir (Mexico)
(Gavazzi et al. 2002), and at the INT (Boselli et al. 2002).
The estimated error on the H!+[N ii] flux is!20%.

Another important ingredient in this work, although it
does not enter into the SEDs determination, is the esti-
mate of a galaxy current neutral hydrogen content. H i
data are taken from Hoffman et al. (1996 and references
therein). H i fluxes are transformed into neutral hydrogen
masses with an uncertainty of !10%. From the hydrogen
mass the H i deficiency parameter (DefH i) is computed
according to Giovanelli & Haynes (1985): DefH i ¼!
logMH iðTobs; Dobs

optÞ
"
% logMobs

H i , where the observed
H i mass is compared with the value expected from an
isolated (i.e., free from external influences) galaxy having
the same morphological type Tobs and optical linear
diameter Dobs

opt (for details, see Haynes & Giovanelli
1984).

4. THE GALAXY SPECTRAL
ENERGY DISTRIBUTIONS

Out of the 125 obtained spectra, 119 (two Seyfert or Lin-
ers and four unclassified galaxies are not included) are given
in Figure 3, grouped in 10 bins of Hubble type. These tem-
plate spectra of normal cluster galaxies allow us to trace the
dependence of the mean spectral properties along the Hub-
ble sequence. Red continua characterize early-type galaxies
up to Sab–Sb (included), while the continua become pro-
gressively bluer for later types. Except for dEs, which have
weaker absorption lines, also the line properties of galaxies
up to Sab–Sb appear indistinguishable, including the 4000
Å break. Emission lines are absent among galaxies earlier
than Sa. Sa and Sab–Sb show no lines other than H! and
[N ii]. For later types the emission lines become progres-
sively stronger, including [O iii], [O ii], and the other Balmer
lines. The accurate analysis of the line properties is post-
poned to Paper II of this series.

Fig. 3.—Template optical spectra in 10 bins of Hubble type. The number of averaged spectra in each bin is given in parenthesis. Note that the flux scale dif-
fers between the left and the right panels.

No. 1, 2002 SPECTROPHOTOMETRY OF VIRGO CLUSTER GALAXIES 139

Gavazzi et al. (2002)

Recombination 
lines across the 

Hubble 
sequence:

a sequence of 
SFH intensity



Stefano Zibetti - INAF OAArcetri - Astrophysics of Galaxies  - Course 2019/2020 - Lecture V

The Astrophysical Journal, 734:82 (17pp), 2011 June 20 Izotov & Thuan

Figure 1. 3.5 m APO/TripleSpec NIR spectrum of II Zw 40 in five orders. In each panel, the noisy regions of the upper spectrum are omitted. They are caused by
insufficient sensitivity or strong telluric absorption. The flux scale on the y-axis corresponds to the upper spectrum. The lower spectrum is downscaled by a factor of
50 as compared to the upper spectrum. It is shown for the whole wavelength range in each order.

objects, the larger linear sizes of the slit also mean that a larger
area of the weakly ionized and neutral ISM around the stellar
clusters is included in the slit, a fact which will be relevant in
our modelization of the line emission of the low ionization and
neutral species (Section 3.3) and in our discussion of the MIR
extinction (Section 3.6).

Flux calibration and correction for telluric absorption were
performed by first multiplying the one-dimensional spectrum of
each galaxy by the synthetic absolute spectral distribution of the
brightest standard star HD 23504, smoothed to the same spectral
resolution, and then by dividing the result by the observed one-

dimensional spectrum of the same star. Since there does not exist
any published absolute spectral energy distribution of standard
stars, we have derived that of HD 23504 by scaling the synthetic
absolute SED of the star Vega (α Lyrae), of similar spectral type
A0V, to the brightness of HD 23504.

The resulting one-dimensional flux-calibrated and redshift-
corrected NIR spectra of all five BCDs are shown in Figures 1–5.

2.2. Optical Observations

To have a more complete physical picture of the extinction
and of the ionization mechanisms in our five BCDs, we have

3

The plethora of 
NIR 

recombination 
lines
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SFR from forbidden lines: [OII]

✤ very useful to extend to higher z but staying in the optical window

✤ forbidden lines in general are not directly coupled to ionizing 
radiation (see next slides), BUT [OII] is well behaved and can be 
calibrated empirically.

✤ metal abundance has a relatively small effect on the [OII] calibration, 
over most of the abundance range of interest (0.05 Z⊙ ≤ Z ≤ 1 Z⊙)
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A simple model to interpret galaxy spectra 1605

Figure 5. Examples of spectral energy distributions obtained by combining the infrared models of Table 1 with attenuated stellar population spectra
corresponding to the same contributions by dust in stellar birth clouds (1 − f µ) and in the ambient ISM (f µ) to the total energy L tot

d absorbed and reradiated by
dust (Section 2.3). (a) Quiescent star-forming galaxy spectrum combined with the ‘cold’ infrared model of Table 1; (b) normal star-forming galaxy spectrum
combined with the ‘standard’ infrared model of Table 1; (c) starburst galaxy spectrum combined with the ‘hot’ infrared model of Table 1 (see text for details
about the parameters of the stellar population models). Each panel shows the unattenuated stellar spectrum (blue line), the emission by dust in stellar birth
clouds (green line), the emission by dust in the ambient ISM (red line) and the total emission from the galaxy, corresponding to the sum of the attenuated stellar
spectrum and the total infrared emission (black line).

characterized by an age tg and a star formation time-scale parameter
γ (equation 31), and random bursts superimposed on this continu-
ous model. We take tg to be uniformly distributed over the interval
from 0.1 to 13.5 Gyr. To avoid oversampling galaxies with negli-
gible current star formation, we distribute γ using the probability
density function p(γ ) = 1 − tanh (8 γ − 6), which is approximately
uniform over the interval from 0 to 0.6 Gyr−1 and drops expo-
nentially to zero around γ = 1 Gyr−1. Random bursts occur with
equal probability at all times until tg. We set the probability so that
50 per cent of the galaxies in the library have experienced a burst
in the past 2 Gyr. We parametrize the amplitude of each burst as
A = Mburst/Mcont, where Mburst is the mass of stars formed in the
burst and Mcont is the total mass of stars formed by the continuous
model over the time tg. This ratio is distributed logarithmically be-
tween 0.03 and 4.0. During a burst, stars form at a constant rate
over the time tburst, which we distribute uniformly between 3 × 107

and 3 × 108 yr. We distribute the models uniformly in metallicity
between 0.02 and 2 times solar.

We sample attenuation by dust in the library by randomly drawing
the total effective V-band absorption optical depth, τ̂V , and the
fraction of this contributed by dust in the ambient ISM, µ (equations
3 and 4). We distribute τ̂V according to the probability density
function p(τ̂V ) = 1 − tanh(1.5 τ̂V − 6.7), which is approximately
uniform over the interval from 0 to 4 and drops exponentially to
zero around τ̂V = 6. For µ, we adopt the same probability density
function as for γ above, i.e. p(µ) = 1 − tanh (8 µ − 6). We note that

these priors for attenuation encompass the dust properties of SDSS
galaxies, for which τ̂V and µ peak around 1.0 and 0.3, respectively,
with broad scatter (Brinchmann et al. 2004; Kong et al. 2004). Our
final stellar population library consists of 50 000 different models.

In parallel, we generate a random library of infrared spectra as
follows. We take the fraction f µ of the total infrared luminosity
contributed by dust in the ambient ISM to be uniformly distributed
over the interval from 0 to 1. We adopt a similar distribution for
the fractional contribution by warm dust in thermal equilibrium
to the infrared luminosity of stellar birth clouds, ξ BC

W . For each
random drawing of ξ BC

W , we successively draw the contributions by
the other dust components to the infrared luminosity of stellar birth
clouds (i.e. hot mid-infrared continuum and PAHs) to satisfy the
condition in equation (14): we draw ξ BC

MIR from a uniform distribution
between 0 and 1 − ξ BC

W , and we set ξ BC
PAH = 1 − ξ BC

W − ξ BC
MIR. While

this procedure does not exclude values of ξ BC
MIR and ξ BC

PAH close to
unity, it does favour small values of these parameters, and hence,
it avoids oversampling physically implausible models. We take the
equilibrium temperature T BC

W of warm dust in the stellar birth clouds
to be uniformly distributed between 30 and 60 K, and that T ISM

C of
cold dust in the ambient ISM to be uniformly distributed between 15
and 25 K. We draw the fractional contribution ξ ISM

C by cold dust in
thermal equilibrium to the infrared luminosity of the ambient ISM
from a uniform distribution between 0.5 and 1 (this also defines the
contributions ξ ISM

PAH, ξ ISM
MIR and ξ ISM

W by PAHs, the hot mid-infrared
continuum and warm dust to the infrared luminosity of the ambient

C⃝ 2008 The Authors. Journal compilation C⃝ 2008 RAS, MNRAS 388, 1595–1617

DaCunha+08

Direct UV
(non-ionizing, λ>912Å)

“Warm” 
component, 

directly 
heated by 
hot stars

“Cirrus” 
component, 
heated by 

diffuse ISRF

Attenuation
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SFR from UV continuum

✤ Use SPS models assuming
✤ IMF
✤ SFH: adapt to the galaxy to study

✤ typically constant over the time traced by the 
UV bright stars

✤ shorter if considering a starburst
✤ Integrated spectrum 1500-2500Å dominated by stars 

M≳5 M⦿

✤ timescale ~108 yr
✤ substantial extrapolation to total mass

✤ Large sensitivity to dust extinction, typically 0-3 
mag, but can be much much more for dusty 
starburst!
✤ β-AUV relation: empirically calibrated via IRX, 

assuming all IR is re-radiated flux missing from 
the UV (Meurer, Heckman & Calzetti 1999)

66 MEURER, HECKMAN, & CALZETTI

FIG. 1.ÈRatio of FIR to UV Ñux at 1600 compared to UV spectralA!
slope b for UV-selected starburst galaxies. The right axis converts the Ñux
ratio to 1600 absorption using eq. (11). The solid line shows ourA! A1600adopted linear Ðt to the relationship. The dotted line shows theA1600-b
proposed dust-absorption/population model of Pettini et al. (1998).

by the absorbed UV radiation, the y-axis is a measurement
of dust absorption. This Ðgure then shows that dust absorp-
tion is correlated with UV reddening. Such a relationship is
expected for dust predominantly located in a foreground
screen (Witt et al. 1992 ; Paper I), although this screen need
not be homogeneous (Calzetti et al. 1994 ; Calzetti 1997).
Because this correlation links to UV quantities, then,FFIRregardless of the exact dust geometry, this Ðgure provides a
powerful empirical tool for recovering the radiation repro-
cessed by dust and thus determining the total absorption-
corrected UV Ñux of starbursts, using UV quantities alone.

In the next subsection we deÐne our local calibrating
samples and the quantities we use. In order to apply this
tool and interpret the results we perform three calibrations.
(1) is calibrated in terms of absorption at 1600FFIR/F1600 A! ,
and this is Ðtted as a function of b. (2) The spectroscopic
index b is calibrated in terms of broadband colors (with a z
correction), since photometric colors are easier to measure
than spectroscopic ones. (3) The relationship between lumi-
nosity measured at 1600 is related to SFR. These cali-A!
brations are detailed in the Ðnal three subsections.

3.1. Sample and DeÐnitions
The local sample used to derive the various calibrations

in this paper is listed in Table 1. It includes the sources
shown in Figure 1 ; it is drawn from the International Ultra-
violet Explorer (IUE) atlas of Kinney et al. (1993) and con-
tains galaxies having ““ activity classes ÏÏ consistent with
being starbursts, i.e., starburst nucleus (SB nuc.), starburst
ring (SB ring), blue compact dwarf galaxy (BCDG), or blue
compact galaxy (BCG ). Although the UV sources in these
galaxies tend to be centrally concentrated, we Ðnd that gal-
axies with optical diameters is measured atD25 [ 4@ (D25B \ 25 mag arcsec~2) tend to fall above the relationship
shown in Figure 1. This is probably because signiÐcant UV
emission extends beyond the 20@@ ] 10@@ IUE aperture.

Hence these large galaxies were excluded from the sample.2
Further limiting the sample to galaxies having D25 \ 2@.5
removes a few more outliers, but not just galaxies above the
relationship. Furthermore, it also severely depletes the
points with b [ [0.5. Applying Ðts to data limited in this
way changes our Ðnal results by \10%;o1600(z \ 2.75)
hence, we retain as the diameter limit for the localD25 \ 4@
sample. The lack of systematic residuals for galaxies up to
12 times larger than the IUE aperture indicates that the UV
emission of these galaxies is very compact, e.g., in a circum-
nuclear starburst.

The IUE spectra in the Kinney et al. atlas were measured
to determine the UV quantities required for Figure 1. The
ultraviolet Ñux at 1600 is a generalized Ñux of theA! , F1600,
form and is the Ñux density per wavelengthFj \ jfj, fjinterval. It was measured with the IRAF/STSDAS3
package SYNPHOT employing a square passband with a
central wavelength of 1600 and width of 350 This ÐlterA! A! .
is meant to approximate the rest-frame parameters of the
standard WFPC2 Ðlters F606W and F814W for objects
with redshifts z \ 2.75 and 4, respectively (i.e., U- and
B-band dropouts). The ultraviolet spectral slope b is deter-
mined from a power-law Ðt of the form

fj P jb (1)

to the UV continuum spectrum as deÐned by the 10 (rest
wavelength) continuum bands listed by Calzetti et al. (1994).
These spectral Ðts were performed after Ðrst removing
Galactic extinction using the law of Seaton (1979) and
taking Galactic extinction values fromA

B
\ 4.1E(B[V )

Burstein & Heiles (1982, 1984) as listed by NED.4 Since the
continuum spectrum is never exactly a pure power law, b is
subject to systematic uncertainties due to the placement of
the continuum windows. Eighteen of the data points in
Figure 1 represent galaxies observed with one of IUEÏs
short-wavelength (SW) cameras (j B 1100È1975 onlyA! )
and not with either of the long-wavelength (LW) cameras
(j B 1975È3000 hence, they do not have data in the 10thA! ) ;
window of Calzetti et al. (1994) (j \ 2400È2580 Their bA! ).
values were determined from the SW-only measurements
using the following relationship :

Sb [ bSWT\ [0.16 ^ 0.04 . (2)

This was determined from measuring b of 16 high signal-to-
noise ratio IUE spectra with no noticeable SW/LW break,
both with and without the 10th window. The uncertainty is
the standard error on the mean.

The only non-UV quantity in Figure 1 is the far-infrared
Ñux which is derived from Infrared Astronomical Satel-FFIR,
lite (IRAS) 60 and 100 km Ñux densities listed by NED and

2 The other galaxies that were excluded are NGC 1569 because of
excessive foreground Galactic extinction ; NGC 3690 because the IUE
pointing is likely to be wrong (Paper I) ; the BCDGs Mrk 209, Mrk 220,
and Mrk 499 because they have neither IRAS Ñuxes nor upper limits ; and
Ðnally Ðve galaxies with low S/N IUE spectra in the Kinney et al. atlas :
NGC 4853, IC 2184, Mrk 309, Mrk 789, and UGC 6448.

3 The Image Reduction and Analysis Facility software package is dis-
tributed by the National Optical Astronomy Observatories, which are
operated by the Association of Universities for Research in Astronomy,
Inc., under cooperative agreement with the National Science Foundation.
STSDAS is the Space Telescope Science Data Analysis Software package
for IRAF, distributed by STScI.

4 The NASA/IPAC Extragalactic Database (NED) is operated by the
Jet Propulsion Laboratory, California Institute of Technology, under con-
tract with the National Aeronautics and Space Administration.
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SFR from IR continuum

✤ Total IR luminosity LTIR is a good proxy 
for SFR as long as

✤ most of the UV photons are absorbed 
and re-radiated by dust

✤ dust heating is predominantly done by 
young hot stars

✤ note that the absorption cross 
section of dust increases at shorter λ 
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Calzetti, Kinney & Storchi-Bergmann (1994)
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Proxies to TIR 
(and SFR)

No. 2, 2009 DUST-CORRECTED STAR FORMATION RATES OF GALAXIES. I. 1681

Figure 5. Relation between observed 24 µm infrared luminosity and observed
Hα luminosity (uncorrected for attenuation) for galaxies in the SINGS and
MK06 samples. Symbol shapes are coded by dominant emission-line spectral
type: circles for H ii region like spectra, crosses for spectra with strong AGN
signatures, and crossed circles for galaxies with composite spectra. The solid
line shows a relationship with linear slope, to illustrate the strong nonlinearity
in the observed relation. The axis label at the top of the diagram shows the
approximate range of SFRs (absent a correction for dust attenuation at Hα) for
reference.

calibrations as functions of various properties of the galaxies
and their SEDs.

4.1. Combinations of Hα and 24 µm Measurements

As an introduction, it is instructive to compare the consis-
tency of Hα and IR SFR measures before any corrections for
attenuation are applied. Figure 5 compares the observed Hα
luminosities of the SINGS and MK06 galaxies with their corre-
sponding 24 µm (νfν) luminosities. When converting fluxes to
luminosities, we have used distances listed for SINGS galaxies
in Table 1, and from MK06 in Table 2. Both sets of distances
assume H0 = 70 km s−1 Mpc−1 with local flow corrections.
In Figure 5 (only), we do not distinguish SINGS galaxies from
MK06 galaxies and we code the points by spectral type, with
open round points representing galaxies dominated by star for-
mation, crosses representing galaxies with strong AGN signa-
tures in their spectra, and circles with embedded crosses de-
noting composite AGN and star formation dominated spectra.
The axis label along the top of the plot shows the corresponding
SFR (uncorrected for attenuation), using the calibration of K98.
Finally, the solid line shows a linear (unity slope) relation for
reference, with the zero-point set to match the mean relation
between L(24 µm) and L(Hα)corr found by Zhu et al. (2008) for
nearby galaxies in the Spitzer Wide-Area Infrared Extragalactic
(SWIRE) survey (Lonsdale et al. 2003).

The Hα and 24 µm luminosities show a broad correlation,
as is often the case when absolute luminosities are compared.
Upon closer examination, however, important departures are ap-
parent. The rms dispersion around the linear relation is ±0.5
dex, more than a factor of 3. Part of this dispersion is caused

by AGN contributions to the dust emission. The galaxies with
significant AGN contributions clearly are displaced in the dia-
gram, reflecting in part the additional dust heating by the active
nuclei (e.g., Soifer et al. 1987). Since we are solely interested in
calibrating SFR tracers, we shall exclude galaxies with strong
AGN signatures from most of the subsequent analysis in this
paper, but clearly the issue of AGN contamination is always
an important one when applying any SFR tracer. Even among
the star-forming galaxies, however, the dispersion about the lin-
ear relation is large, approximately ±0.4 dex. The dispersion
among these galaxies is caused almost entirely by variations in
dust attenuation; the observed Hα flux underestimates the SFR
in dusty galaxies, while the IR emission underestimates the SFR
in less dusty galaxies. Moreover, the relation between Hα and
IR emission clearly is nonlinear, with the mean ratio of IR to
Hα luminosities increasing by a factor of 30 from the faintest
to the most luminous galaxies in the sample. This nonlinear-
ity is a manifestation of the well established relation between
attenuation and SFR (e.g., Wang & Heckman 1996). Higher
SFRs are associated with regions of higher gas surface density
(Kennicutt 1998b; C07) and hence higher dust column densities.
As a result, galaxies with the highest SFRs tend to suffer heavy
attenuation, and the observed Hα flux severely underrepresents
the actual SFR, moving points in Figure 5 to the left. Likewise,
many (but not all) of the galaxies with low SFRs tend to be low-
mass galaxies with lower dust contents and column densities.
For those objects, the attenuation at Hα is low and the emis-
sion line provides an accurate measure of the SFR, but then the
dust emission severely underrepresents the SFR, shifting points
down in Figure 5.

We can remove the part of the nonlinearity in Figure 5 that is
produced by attenuation of Hα by comparing instead the 24 µm
luminosities with the attenuation-corrected Hα luminosities, as
derived from the Balmer decrements in the integrated spectra
(Section 3.2). This comparison is shown in the top panel of
Figure 6(now with the AGN-dominated and composite spectrum
galaxies removed). Here and throughout the paper, integrated
measurements of SINGS galaxies are shown as open circles,
and those for the MK06 sample are shown as solid circles.
Applying the reddening corrections tightens the correlation with
24 µm emission considerably, but the dispersion about the mean
relation remains substantial at ±0.3 dex, and the nonlinearity
remains. Nearly all of the scatter and nonlinearity in this relation
are caused by variations in the fraction of young starlight that is
reprocessed by dust.

Previously several groups have investigated the correlation
between 24 µm IR emission and attenuation-corrected Hα and
Paα emission, and used them to calibrate the 24 µm emission
as a SFR measure (Wu et al. 2005; Alonso-Herrero et al. 2006;
Relaño et al. 2007; C07). The relations from Wu et al. (2005),
Relaño et al. (2007), and C07 can be directly compared to our
data, as shown in the top panel of Figure 6. Apart from slight
deviations at the extremes in luminosity, our data generally
follow these relations as well. Nevertheless, it is dangerous to
use the IR luminosity by itself as a quantitative SFR tracer,
because in any galaxy other than an extremely dusty starburst
the dust reprocesses only a fraction of the young starlight,
and any linear scaling of a SFR calibration based on dusty
starburst galaxies will tend to systematically underestimate the
SFR in lower-luminosity normal galaxies. This is shown by
the dotted line in the top panel of Figure 6, which shows a
linear (slope unity) relation fitted to the data. The calibrations
of Wu et al. (2005) and Relaño et al. (2007) mitigate this
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Mid IR: PAHs and hot dust
✤ Dominated by hot dust and PAH 

emission, excited by soft UV (see e.g. 
Draine+07)

✤ PAH luminosity: dependence on 
metallicity

✤ 8μm must be decontaminated from 
stellar continuum

A simple model to interpret galaxy spectra 1605

Figure 5. Examples of spectral energy distributions obtained by combining the infrared models of Table 1 with attenuated stellar population spectra
corresponding to the same contributions by dust in stellar birth clouds (1 − f µ) and in the ambient ISM (f µ) to the total energy L tot

d absorbed and reradiated by
dust (Section 2.3). (a) Quiescent star-forming galaxy spectrum combined with the ‘cold’ infrared model of Table 1; (b) normal star-forming galaxy spectrum
combined with the ‘standard’ infrared model of Table 1; (c) starburst galaxy spectrum combined with the ‘hot’ infrared model of Table 1 (see text for details
about the parameters of the stellar population models). Each panel shows the unattenuated stellar spectrum (blue line), the emission by dust in stellar birth
clouds (green line), the emission by dust in the ambient ISM (red line) and the total emission from the galaxy, corresponding to the sum of the attenuated stellar
spectrum and the total infrared emission (black line).

characterized by an age tg and a star formation time-scale parameter
γ (equation 31), and random bursts superimposed on this continu-
ous model. We take tg to be uniformly distributed over the interval
from 0.1 to 13.5 Gyr. To avoid oversampling galaxies with negli-
gible current star formation, we distribute γ using the probability
density function p(γ ) = 1 − tanh (8 γ − 6), which is approximately
uniform over the interval from 0 to 0.6 Gyr−1 and drops expo-
nentially to zero around γ = 1 Gyr−1. Random bursts occur with
equal probability at all times until tg. We set the probability so that
50 per cent of the galaxies in the library have experienced a burst
in the past 2 Gyr. We parametrize the amplitude of each burst as
A = Mburst/Mcont, where Mburst is the mass of stars formed in the
burst and Mcont is the total mass of stars formed by the continuous
model over the time tg. This ratio is distributed logarithmically be-
tween 0.03 and 4.0. During a burst, stars form at a constant rate
over the time tburst, which we distribute uniformly between 3 × 107

and 3 × 108 yr. We distribute the models uniformly in metallicity
between 0.02 and 2 times solar.

We sample attenuation by dust in the library by randomly drawing
the total effective V-band absorption optical depth, τ̂V , and the
fraction of this contributed by dust in the ambient ISM, µ (equations
3 and 4). We distribute τ̂V according to the probability density
function p(τ̂V ) = 1 − tanh(1.5 τ̂V − 6.7), which is approximately
uniform over the interval from 0 to 4 and drops exponentially to
zero around τ̂V = 6. For µ, we adopt the same probability density
function as for γ above, i.e. p(µ) = 1 − tanh (8 µ − 6). We note that

these priors for attenuation encompass the dust properties of SDSS
galaxies, for which τ̂V and µ peak around 1.0 and 0.3, respectively,
with broad scatter (Brinchmann et al. 2004; Kong et al. 2004). Our
final stellar population library consists of 50 000 different models.

In parallel, we generate a random library of infrared spectra as
follows. We take the fraction f µ of the total infrared luminosity
contributed by dust in the ambient ISM to be uniformly distributed
over the interval from 0 to 1. We adopt a similar distribution for
the fractional contribution by warm dust in thermal equilibrium
to the infrared luminosity of stellar birth clouds, ξ BC

W . For each
random drawing of ξ BC

W , we successively draw the contributions by
the other dust components to the infrared luminosity of stellar birth
clouds (i.e. hot mid-infrared continuum and PAHs) to satisfy the
condition in equation (14): we draw ξ BC

MIR from a uniform distribution
between 0 and 1 − ξ BC

W , and we set ξ BC
PAH = 1 − ξ BC

W − ξ BC
MIR. While

this procedure does not exclude values of ξ BC
MIR and ξ BC

PAH close to
unity, it does favour small values of these parameters, and hence,
it avoids oversampling physically implausible models. We take the
equilibrium temperature T BC

W of warm dust in the stellar birth clouds
to be uniformly distributed between 30 and 60 K, and that T ISM

C of
cold dust in the ambient ISM to be uniformly distributed between 15
and 25 K. We draw the fractional contribution ξ ISM

C by cold dust in
thermal equilibrium to the infrared luminosity of the ambient ISM
from a uniform distribution between 0.5 and 1 (this also defines the
contributions ξ ISM

PAH, ξ ISM
MIR and ξ ISM

W by PAHs, the hot mid-infrared
continuum and warm dust to the infrared luminosity of the ambient

C⃝ 2008 The Authors. Journal compilation C⃝ 2008 RAS, MNRAS 388, 1595–1617

DaCunha+08

4.2. Uncertainties in the Photometric Measurements

The uncertainties assigned to the photometric values at each
wavelength and for each galaxy are the quadrature combination
of four contributions: Poisson noise, variance of the background,
photometric calibration uncertainties, and variations from poten-

tial misregistration of the multiwavelength images. The vari-
ance on the image background is derived in each case from the
original-pixel-size images. The impact of potential background
under- or oversubtractions varies from galaxy to galaxy and also
depends on the relative brightness of the background and the
sources. The effect of potentialmisregistrations has been evaluated

Fig. 3.—(a) LSD at 8 !m, S8 !m;dust, as a function of the extinction-corrected LSD at Pa" , SPa" ;corr, for the 220 H ii knots in the 33 galaxies for which photometric
measurements have been obtained. LSDs are averaged over 1300 photometric apertures. The 8 !m emission is stellar continuum subtracted (x 3.1). Data points are
divided into three metallicity bins: high (red filled triangles), intermediate (green stars), and low (blue asterisks) oxygen abundance (x 2). Filled black squares mark the
local starbursts from the sample of Engelbracht et al. (2005) (x 5.1). The 3 # error bars are indicated for each data point. Open black stars indicate the location of the
nonthermal sources (Seyfert 2s or LINERs; x 4.1), and open black circles indicate extended background sources. The best-fit line through the high-metallicity (red ) data
points is shown as a solid line, while the dashed line is the linear fit through the same data points with fixed slope of 1. (b) Histogram of the deviation of the H ii knot data
in panel a from the best-fit line through the high-metallicity data (the solid line in panel a). The values of the best-fit coefficients are c ¼ 0:94 " 0:02 and d ¼
4:80 " 0:85 (eq. [2]). Three separate histograms are shown, for high- (red ), intermediate- (green), and low-metallicity (blue) data. The intermediate- and low-metallicity
histograms have been multiplied by a factor of 2 to make them visible.

Fig. 4.—Same as Fig. 3, but for the LSD at 24 !m, S24 !m. In addition to the same data points as Fig. 3, panel a also reports the LIRGs from the sample of Alonso-
Herrero et al. (2006) (black asterisks; x 5.2). The values of the parameters (c, d ) in the horizontal axis of panel b are given in eq. (3) and are c ¼ 1:23 " 0:03 and
d ¼ #6:88 " 0:97.
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FIR-radio 
correlation

✤ LFIR∝SFR, FIR-radio correlation ⇒ LGHz∝SFR : why??
✤ GHz is synchrotron, i.e. relativistic CR electrons + magnetic field
✤ CR electrons are produced in SN explosions
✤ “Electron Calorimeter” theory: synchrotron cooling timescale shorter 

than the escape time: tsynch << tescape and synchrotron dominates (Völk 
89; Lisenfeld+96)

✤ Reproducing the slope of the spectrum not trivial... need to work out 
many many details (see Lacky +10)

The FIR-Radio Correlation

de Jong+1985; Helou+1985:    GHz vs. 60µm or FIR
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Bolometric SFR indicators: UV-IR

✤ Combine emerging UV flux with flux re-emitted in the IR by the dust

✤ Bell+05:

closest positional match is taken in these cases.13 A 24 !m
catalog constructed using optical positions as prior constraints
would address many of these limitations but is challenging to
implement at this stage; we defer a complete analysis of this
type to a later date. In total, 442 galaxies with 0:65 ! z < 0:75
are detected at 24 !m and have a match in COMBO-17 (397
overlap with GEMS); the rest of the COMBO-17 sources
without 24 !m detections are assigned 5 " upper limits of
83 !Jy.14 In Appendix A we explore the possibility that our
sample selection may be biased against highly obscured IR-
luminous galaxies. We find that z " 0:7 IR-luminous galaxies
should be bright enough to be detected and successfully clas-
sified by COMBO-17, suggesting that the sample selection and
main conclusions of this paper should be robust to this potential
source of incompleteness.

3. ANALYSIS

3.1. Estimating Total IR Luminosity

Local IR-luminous galaxies show a tight correlation between
rest-frame 12–15 !m luminosity and total IR luminosity (e.g.,
Spinoglio et al. 1995; Chary & Elbaz 2001; Roussel et al. 2001;
Papovich & Bell 2002), with a scatter of "0.15 dex. Follow-
ing Papovich & Bell (2002), we use this correlation to con-
struct total IR luminosity from the observed-frame 24 !m data
(corresponding to rest-frame "14 !m). We use the full range
of Dale et al. (2001) model template spectra to calculate the
conversion from observed-frame 24 !m to 8–1000 !m total
IR luminosity;15 we adopt the mean value as our estimate of IR
luminosity and the rms as our estimate of conversion uncer-
tainty. The mean correction factor corresponds approximately
to LIR " 10#l#(24 !m) to within 20%, where l#(24 !m) is the
monochromatic luminosity at observed-frame 24 !m; the tem-
plate scatter around this mean is larger, "0.3 dex. Different
choices of template (e.g., Devriendt et al. 1999) or the adoption
of a luminosity-dependent conversion yield similar results. The
5 " detection limit of 83 !Jy corresponds to a limiting IR lumi-
nosity of 6 ; 1010 L#, or "6M# yr$1 in terms of an IR-derived
SFR.

The conversion from the 24 !m photometry to 8–1000 !m
IR luminosity should be accurate to within a factor of 2 or
better, which is adequate for our purposes. There are two types
of error. First, the conversion depends on fitting templates to
the galaxy SEDs. There is a total range of a factor of 2 differ-
ence between the conversions that would be predicted by vari-
ous templates for galaxies in the appropriate luminosity range
of "1011 L# (Devriendt et al. 1999; Dale et al. 2001; Chary &
Elbaz 2001; Lagache et al. 2003, 2004). Second, there is a pos-
sibility that the infrared properties of typical high-luminosity
galaxies differ at z " 0:7 from those of the local galaxies used
in developing the templates. The evidence available to us now
suggests that the IR SEDs of zk 0:7 seem to be adequately
spanned by the IR SEDs of local galaxies: the evolution of
the mid-IR–radio correlation to z " 1 (e.g., Elbaz et al. 2002;
Appleton et al. 2004), 15–24 !m flux ratios from ISO and
Spitzer for galaxies at z " 1 (Elbaz et al. 2005), and mid-IR
spectra from Spitzer of z " 1 ultraluminous infrared galaxies

(ULIRGs; L. Yan 2004, private communication). This issue
will be significantly clarified by future work from Spitzer and
Herschel.

3.2. Estimating Star Formation Rates

We estimate SFRs using the combined UV and IR emission
of the sample galaxies. This SFR estimator accounts for both
direct light from young stars from the UV and obscured light
from the IR, giving a complete census of the bolometric lumi-
nosity of young stars in the galaxy (e.g., Gordon et al. 2000).
The primary difficulties affecting this SFR estimator are (1) the
poorly constrained fraction of IR light from dust heated by old
stars and (2) geometry, in the sense that the IR light is radiated
isotropically, whereas the UV light escapes along preferred di-
rections (such as out of the plane of a disk galaxy). Future works
will be able to address point 1 through more detailed model-
ing of UV/optical / IR SEDs and will be able to ascertain to what
extent averaging over inclination angles effectively addresses
point 2.
In practice, we estimate the SFR  using a calibration de-

rived from the PEGASE stellar population models (see Fioc &
Rocca-Volmerange 1997 for a description of an earlier version
of the model), assuming a 100 Myr old stellar population with
constant SFR and a Kroupa (2001) IMF:

 

M# yr$1
¼ 9:8 ; 10$11(LIR þ 2:2LUV); ð1Þ

where LIR is the total IR luminosity and LUV ¼ 1:5#l#;2800 is a
rough estimate of the total integrated 1216–3000 8 UV lumi-
nosity, derived using the 2800 8 rest-frame luminosity l#;2800
from COMBO-17. The factor of 1.5 in the 28008–to–total UV
conversion accounts for the UV spectral shape of a 100Myr old
population with constant SFR. The SFR is derived assuming
that LIR reflects the bolometric luminosity of young, completely
obscured populations and that LUV reflects the contribution of
unobscured stars, which must be multiplied by a factor of 2.2
to account for light emitted longward of 3000 8 and shortward
of 1216 8 by the unobscured young stars. In practice, the SFRs
are dominated by the IR contribution for the range of SFRs
explored in this paper. This SFR calibration is derived under
identical assumptions as the UV and IR SFR calibrations pre-
sented by Kennicutt (1998). Our SFR calibration is consistent
with Kennicutt (1998) to better than 30% once different IMFs
are accounted for. Bell (2003) tested UV+IR-derived SFRs
against carefully extinction-corrected H$ and radio-derived
SFRs for a large sample of local star-forming galaxies, finding
excellent agreement with 0.3 dex scatter and no offset. Accord-
ingly, we adopt a systematic error estimate of 0.3 dex (domi-
nated by 24 !m–to–total conversion error) and 0.4 dex random
error (with contributions from both 24 !m–to–total conversion
and limitations in UV+IR-derived SFRs). These error estimates
are supported by comparisons between ISO 15 !m–derived
SFRs with carefully constructed Balmer line SFRs for galaxies
at 0 < z < 0:8: there was no offset between the SFR scales and
0.4 dex random scatter for SFRs less than 250M# yr$1 (Flores
et al. 2004).

3.3. Estimating Stellar Mass

To understand how the instantaneous SFR in a galaxy com-
pares with its mean past rate, it is necessary to estimate the
existing stellar mass. Under the assumption of a universally
applicable stellar IMF, there is a tight correlation between rest-
frame optical color and stellar M/L, which is rather insensitive

13 This effect may lead to 1%–2% incompleteness if two sources with 24 !m
emission are mistakenly blended into one source.

14 Sources near the map edges where the noise is nonuniform have been
disregarded in this work.

15 Total 8–1000 !m IR luminosities are "0.3 dex higher than the 42.5–
122.5 !m luminosities defined by Helou et al. (1988), with an obvious dust
temperature dependence.

BELL ET AL.26 Vol. 625
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SFR indicators

✤ Look up most updated references!

✤ Main review Kennicutt ARAA 1998

✤ Calzetti+07: mid-IR

✤ Calzetti+10: monochromatic FIR
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Properties of the ionized gas

✤ See Osterbrock (1989)! Also review by Stasinska (2002, arXiv:astro-
ph/0207500) - Dopita & Sutherland “Astrophysics of the Diffuse 
Universe”

✤ Key quantities:
✤ Te
✤ ne
✤ abundances

✤ Key processes:
✤ photon excitation and ionization
✤ collisional excitation and de-excitation (electrons on atoms/ions)
✤ recombination
✤ radiative de-excitation
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Ionized gas diagnostics

✤ Ionized ISM is optically thin to non-resonant lines (not so many 
atoms/ions excited above the ground state)

✤ Intensity of recombination lines almost independent of T, 
proportional to the number of recombinations, hence of ionizing 
photons if equilibrium holds

✤ Intensity of collisionally excited lines depends on T and n

✤ Resonant lines have very complicated behavior:  

6 G. Stasińska: Abundances in H ii regions and planetary nebulae

source is a blackbody of temperature T⋆, one has < E >≈ (3/2)kT⋆. Therefore:

G ∝ n2T⋆T
−1
e , (1.18)

meaning that the energy gains are roughly proportional to the temperature of the ionizing
stars.

Thermal losses in nebulae occur through recombination, free-free radiation and emis-
sion of collisionally excited lines. The dominant process is usually due to collisional
excitation of ions from heavy elements (with O giving the largest contribution, followed
by C, N, Ne and S). Indeed, these ions have low-lying energy levels which can easily be
reached at nebular temperatures. The excitation potentials of hydrogen lines are much
higher, so that collisional excitation of H0 can become important only at high electron
temperatures.

For the transition l of ion j of an element Xi, in a simple two-level approach and
when each excitation is followed by a radiative deexcitation, the cooling rate can be
schematically written as

Lijl
coll = nen(Xj

i )qijlhνijl = 8.63 10−6nen(Xj
i )Ωijl/ωijlT

−0.5
e e(χijl/kTe)hνijl, (1.19)

where Ωijl is the collision strength, ωijl is the statistical weight of the upper level, and
χijl is the excitation energy.

If the density is sufficiently high, some collisional deexcitation may occur and cooling
is reduced. In the two-level approach one has:

Lijl
coll = nen(Xj

i )neqijlhνijl(1/(1 + ne(q12 + q21)/A21). (1.20)

So, in a first approximation, one can write that the electron temperature is determined
by

G = L =
∑

ijl

Lijl
coll , (1.21)

where G is given by Eq. (1.18) and Lijl
coll by Eq. (1.20).

The following properties of the electron temperature are a consequence of the above
equations:

– Te is expected to be usually rather uniform in nebulae, its variations are mostly
determined by the mean energy of the absorbed stellar photons, and by the populations
of the main cooling ions. It is only at high metallicities (over solar) that large Te gradients
are expected: then cooling in the O++ zone is dominated by collisional excitation of fine
structure lines in the ground level of O++, while the absence of fine structure lines in the
ground level of O+ forces the temperature to rise in the outer zones (Stasińska 1980a,
Garnett 1992).

– For a given T⋆, Te is generally lower at higher metallicity.
– For a given metallicity, Te is generally lower for lower T⋆.
– For a given T⋆ and given metallicity, Te increases with density in regions where n is

larger than a critical density for collisional deexcitation of the most important cooling
lines (around 5 102 – 103 cm−3).

1.3. Line intensities
In conditions prevailing in PNe and H ii regions the observed emission lines are optically
thin, except for resonance lines such as H Lyα, C ivλ1550, N vλ1240, Mg iiλ2800,
Si ivλ1400, and some helium lines. Also the fine structure IR lines could be optically thick
in compact H ii regions or giant H ii regions (however, the velocity fields are generally
such that this is not the case). The fact that most of the lines used for abundance
determinations are optically thin makes their use robust and powerful.
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Gas (metallicity) diagnostics

✤ Use collisionally excited lines of atoms/ions of given element

✤ O is the most popular, in fact estimates of gas metallicity are often given as 
12+log(O/H), with solar [O/H] being 8.69

✤ Forbidden lines: opposite to photon excited levels, collisionally excited 
levels do not require to follow the quantum selection rules relative to the 
ground state

✤ Dependence on density and temperature, not only element/ion abundance!

✤ “Direct” measurements require many lines, not always available for moderate 
SNR spectra

✤ Revert to indirect methods or “strong line methods”
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Key concepts of collisionally excited lines 
(see e.g. Dopita & Sutherland’s book)

✤ Excitation rate depend on cross 
section 

✤ Cross sections depends on the 
energy of the exciting electron 
(see figure)

✤ Energy of the electrons depends 
on temperature, following the 
Maxwell-Boltzmann distribution

IMPRS Astrophysics Introductory Course                          Fall 2009

Page 275.1.4 Two- and three level Atoms
As a result of very low density and weak radiation fields, the vast majority of the 
atoms of any particular element and ionization state reside in the ground state and the 
excited states are populated through collisions with electrons.
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IMPRS Astrophysics Introductory Course                          Fall 2009

Page 275.1.4 Two- and three level Atoms
As a result of very low density and weak radiation fields, the vast majority of the 
atoms of any particular element and ionization state reside in the ground state and the 
excited states are populated through collisions with electrons.

2
12

12 12 21
1

e

1/ 2
1/ 2 3 / 2

Cross Section: 

( ) ,  
8

Energy distribution of the electrons
 (with mean density n ): 

2
( ) exp

( )

e

e

hE
m E g

n Ef E E dE
kTkT

V
S

S

§ ·§ ·:
 :  :¨ ¸¨ ¸

© ¹© ¹

�§ · ¨ ¸
© ¹

12

12 1 12 12 1

1/ 24
1/ 2 12 12

12 1 12 1 3
1

Collisional Rate R :

2 2
( ) ( ) exp

e

e e
e eE

n N C N

EER n N E f E dE n N T
m g kTkm

D

SV
f

�

{ {

§ · § ·: �§ ·  ¨ ¸ ¨ ¸ ¨ ¸
© ¹© ¹© ¹

³
=

(From Dopita & Sutherland, Astrophysics of the Diffuse Universe)

v



Stefano Zibetti - INAF OAArcetri - Astrophysics of Galaxies  - Course 2019/2020 - Lecture V

IMPRS Astrophysics Introductory Course                          Fall 2009

Page 28

Line emission of the two-level Atom
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i e=N /n  is the relative abundance of the ion i considered.
For low temperatures the exponential term dominates because few
electrons have energy above the threshold for collisional excitation, therefore

i

-1/2

12

the line rapidly fades with decreasing temperature. At high temperatures

the T  term controls the cooling rate, so the line fades slowly with temperature.
The maximum line flux is reached at T=E / k

i e eTo measure abundances one needs to know n an
.

d T .F

(credits to Ralf Bender et al.)

equilibrium set by radiative de-excitation rate
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Line emission of the two-level Atom
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(credits to Ralf Bender et al.)

(see derivation in next slide!)
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Line emission of the two-level Atom
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i e=N /n  is the relative abundance of the ion i considered.
For low temperatures the exponential term dominates because few
electrons have energy above the threshold for collisional excitation, therefore

i

-1/2

12

the line rapidly fades with decreasing temperature. At high temperatures

the T  term controls the cooling rate, so the line fades slowly with temperature.
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Line emission of the two-level Atom
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Key points for ne determinations

✤ Same “ground” level of the same ion: remove the 𝝌i dependence

✤ E32<<E31: remove the temperature dependence in the low density 
regime
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Focus on Temperature

✤ Low density:

✤ High density:
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i e=N /n  is the relative abundance of the ion i considered.
For low temperatures the exponential term dominates because few
electrons have energy above the threshold for collisional excitation, therefore
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the T  term controls the cooling rate, so the line fades slowly with temperature.
The maximum line flux is reached at T=E / k
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i e=N /n  is the relative abundance of the ion i considered.
For low temperatures the exponential term dominates because few
electrons have energy above the threshold for collisional excitation, therefore

i

-1/2

12

the line rapidly fades with decreasing temperature. At high temperatures

the T  term controls the cooling rate, so the line fades slowly with temperature.
The maximum line flux is reached at T=E / k

i e eTo measure abundances one needs to know n an
.

d T .F
Equilibrium: same total transition rates  from/to levels

Normalization
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Key points for Te determinations

✤ Same “ground” level of the same ion: remove the 𝝌i dependence

✤ E32~E21:

✤ C13 << C12

✤ Emission lines at similar wavelengths

✤ Make sure the density is below the critical one, otherwise the low-
density approximation does not apply
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“Strong line 
methods”

✤ ne, T, abundance and extinction require 4 independent line ratios 
(sensitive to these quantities!)

✤ only 4 strong lines typically well measured (Pagel 1979): Hα, Hβ, 
[OII] λ3727 and [OIII] λ5007 ⇒ 3 independent line ratios

✤ Hβ/Hα Balmer decrement ⇒ extinction

✤ empirical dependence of T (and ne) on metallicity

✤ Alternatively: simultaneous fit of several lines based on 
photoionization models (e.g. Tremonti et al. 2004)
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✤ Two branches, high and 
low Z

✤ Requires calibration using 
direct methods

✤ needs a rough estimate of 
metallicity to choose the 
branch! other Z-sensitive 
line ratios must be 
adopted (see Kewley & 
Ellison 2008)

APPENDIX A

METALLICITY CALIBRATIONS: EQUATIONS AND METHOD

A1. BREAKING THE R23 DEGENERACY

Many empirical and theoretical metallicity calibrations rely on the (½O ii" k3727þ ½O iii" kk4959; 5007)/H! line ratio, known as R23.
The major drawback to using R23 is that it is double valued with metallicity; R23 gives both a low metallicity estimate (‘‘lower branch’’)
and a high estimate (‘‘upper branch’’) for most values of R23 (for a discussion see, e.g., KK04). Additional line ratios, such as [N ii]/H "
or [N ii]/[O ii], are required to break this degeneracy.

The SDSS catalog contains very few metal-poor galaxies ( Izotov et al. 2004, 2006a; Kniazev et al. 2003, 2004; Papaderos et al.
2006). Metal-poor galaxies are often lacking in magnitude-limited emission-line surveys because they are intrinsically rare, compact,
and faint (e.g., Terlevich et al. 1991; Masegosa et al. 1994; van Zee 2000). For the purpose of investigating the upper and lower R23

branches, we supplement the SDSS sample with (1) the low-metallicity galaxy sample described in Kewley et al. (2007) andBrown et al.
(2006) and (2) the Kong & Cheng (2002) blue compact galaxy sample.

Note that we do not calculate an initial metallicity from an [N ii]/H " or [N ii]/[O ii] metallicity calibration because in some cases, a
systematic discrepancy between a metallicity calibration based on [N ii]/H" or [N ii]/[O ii] and the calibration based on R23 will cause
galaxies to be improperly placed on the upper or lower branch of R23. For example, an [N ii]/H" metallicity calibration that sys-
tematically produces higher estimates than the subsequent R23 calibration may cause metallicities to be erroneously estimated from
the upper R23 branch.

We use the [N ii]/[O ii] ratio to break the R23 degeneracy for our SDSS sample. The [N ii]/[O ii] ratio is not sensitive to the ion-
ization parameter to within $ 0.05 dex, and it is a strong function of metallicity above log (½N ii"/½O ii")k % 1:2 (KD02). The top panel
of Figure 8 shows that the division between the R23 upper and lower branches occurs at log (½N ii"/½O ii") & % 1:2 for the SDSS and
supplementary samples. For comparison, the bottom panel of Figure 8 shows the theoretical relationship between [N ii]/[O ii] and
R23 using the population synthesis and photoionization models of KD02. The observed R23 peak at log (½N ii"/½O ii") & % 1:2 cor-
responds to a metallicity of 12þ log (O/H) & 8:4 according to the theoretical models.

For galaxies at high redshift, the [N ii]/[O ii] ratio cannot be used to break the R23 degeneracy because either (1) [N ii]/[O ii] can-
not be corrected for extinction due to a lack of reliable Balmer line ratios and/or (2) [N ii] and [O ii] are not observed simultaneously in
a given spectrum. In this case the [N ii]/H " ratio is used (Fig. 9). The top panel of Figure 9 shows that the division between the R23

upper and lower branches occurs between % 1:3 < log (½N ii"/H")P % 1:1 for the SDSS and supplementary samples. The division
between the upper and lower R23 branches using [N ii]/H " (Fig. 9, top panel ) is less clear than for [N ii]/[O ii] (Fig. 8, top panel )
because the [N ii]/H " ratio is less sensitive to metallicity, and more sensitive to ionization parameter, than [N ii]/[O ii].

We check whether our empirical [N ii]/H " division between the upper and lower R23 branches [% 1:3 < log (½N ii"/H")P % 1:1]
is compatible with our [N ii]/[O ii] division [ log (½N ii"/½O ii")P % 1:2] by comparing the number of galaxies placed on the upper

Fig. 8.—Top: Observed relationship between the metallicity-sensitive [N ii] k6584/[O ii] k3727 line ratio and the commonly used (½O ii" k3727þ ½O iii"
kk4959; 5007)/H! ratio. The SDSS galaxies (black), the Kong & Cheng (2002) blue compact galaxy sample (blue), and the Brown et al. (2006) low-metallicity galaxy
sample (red) are shown. The [N ii]/[O ii] ratio is a strong monotonic function of metallicity to log (½N ii"/½O ii")k % 1:2, while R23 has a maximum at log R23 & 0:9. For
our samples, the R23 maximum is likely to occur at log (½N ii"/½O ii") & % 1:2. This value can be used to break the R23 degeneracy for galaxies where [N ii]/[O ii] can be
corrected for extinction using the Balmer decrement. Bottom: Theoretical relationship between the [N ii]/[O ii] and R23 line ratios using the stellar population synthesis
and photoionization model grids of KD02. Models are shown for constant metallicities of 12þ log (O/H) ¼ 7:9, 8.2, 8.6, 8.9, 9.1, and 9.2 and ionization parameters of
q¼ 1 ; 107, 2 ; 107, 4 ; 107, 8 ; 107, and 1:5 ; 108 cm s% 1. We choose a break between the R23 upper and lower branches at log (½N ii"/½O ii") & % 1:2, which cor-
responds to a metallicity of 12þ log (O/H) & 8:4 according to the theoretical models.

METALLICITY CALIBRATIONS AND M-Z RELATION 1197No. 2, 2008

R23 =

R23 method
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BPT 
diagram(s)

✤ Insensitive to 
reddening and 
absolute flux 
calibration

✤ Insight into 
heating 
mechanisms
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The physics of BPT diagrams
✤ Metallicity [O/H]

✤ Ionization parameter of the radiation 
field: density of ionizing photons (Lyman 
continuum) over electron density  

✤ Shape of the spectrum (“hardness”)

0-age SSP [O/H] ➘
u

4Myr continuous

H + IE → H+ + e−        IE = 13.6 eV
N + IE → N+ + e−        IE = 14.5341 eV
O + IE → O+ + e−        IE = 13.6181 eV

O+ + IE → O++ + e−        IE = 35.1185 eV

Sánchez+2015, CALIFA
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The physics of BPT diagrams

0-age SSP 0-age SSP, fixed Ne

[O/H] ➘ [O/H] ➘

✤ Metallicity [O/H]

✤ Electron density: increases rate of 
collisional excitation

✤ Dust extinction

Sánchez+2015, CALIFA
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BPT diagrams

✤ Emission line classification of galaxies: the role of the AGN!
✤ T-Z sequence for HII galaxies in [NII] BPT
✤ Radiation “hardness” and shocks diagnostics to the right of the line

964 L. J. Kewley et al.
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Figure 3. Histograms of the Seyfert and LINER sequences between 1.0
and 1.2 dex (left-hand panel) and 1.2 and 1.4 dex (right-hand panel) for the
[O I]/Hα (top panel) and [S II]/Hα (bottom panel) diagnostic diagrams. The
distribution is clearly bimodal. The LINER sequence is the right-hand peak
and the Seyfert sequence is the left-hand peak.

and [O I]/Hα diagrams:

log([O III]/Hβ) < 0.61/[log([N II]/Hα) − 0.05] + 1.3, (1)

log([O III]/Hβ) < 0.72/[log([S II]/Hα) − 0.32] + 1.30, (2)

and

log([O III]/Hβ) < 0.73/[log([O I]/Hα) + 0.59] + 1.33. (3)

(ii) Composite galaxies lie between the Ka03 and Ke01 classifi-
cation lines on the [N II]/Hα versus [O III]/Hβ diagram:

0.61/[log([N II]/Hα) − 0.05] + 1.3 < log([O III]/Hβ), (4)

0.61/[log([N II]/Hα) − 0.47] + 1.19 > log([O III]/Hβ). (5)

(iii) Seyfert galaxies lie above the Ke01 classification line on the
[N II]/Hα, [S II]/Hα, and [O I]/Hα diagnostic diagrams and above the
Seyfert–LINER line on the [S II]/Hα and [O I]/Hα diagrams, that is,
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LOG ([NII]/Hα)
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0.0

0.5

1.0

1.5

L
O

G
 (

[O
II
I]

/H
β
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LINER

Seyfert

HII
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(c)

LINER

Seyfert

Figure 4. The three BPT diagrams showing our new scheme for classifying galaxies using emission-line ratios. The Ke01 extreme starburst classification
line (red solid line), the Ka03 pure star formation line (blue dashed line), and our new Seyfert–LINER line (blue solid line) are used to separate galaxies into
H II-region-like, Seyferts, LINERs, and composite H II–AGN types.

0.61/[log([N II]/Hα) − 0.47] + 1.19 < log([O III]/Hβ), (6)

0.72/[log([S II]/Hα) − 0.32] + 1.30 < log([O III]/Hβ), (7)

0.73/[log([O I]/Hα) + 0.59] + 1.33 < log([O III]/Hβ) (8)

or

[log([O I]/Hα) > −0.59]

and

1.89 log([S II]/Hα) + 0.76 < log([O III]/Hβ), (9)

1.18 log([O I]/Hα) + 1.30 < log([O III]/Hβ). (10)

(iv) LINERs lie above the Ke01 classification line on the
[N II]/Hα, [S II]/Hα, and [O I]/Hα diagnostic diagrams and below
the Seyfert–LINER line on the [S II]/Hα and [O I]/Hα diagrams,
that is,

0.61/[log([N II]/Hα) − 0.47] + 1.19 < log([O III]/Hβ) (11)

0.72/[log([S II]/Hα) − 0.32] + 1.30 < log([O III]/Hβ), (12)

log([O III]/Hβ) < 1.89 log([S II]/Hα) + 0.76, (13)

0.73/[log([O I]/Hα) + 0.59] + 1.33 < log([O III]/Hβ) (14)

or

[log([O I]/Hα) > −0.59]

log([O III]/Hβ) < 1.18 log([O I]/Hα) + 1.30. (15)

(v) Ambiguous galaxies are those that are classified as one type
of object in one or two diagrams and classified as another type
of object in the remaining diagram(s). In our scheme, ambiguous
galaxies fall into one of two categories: (1) galaxies that lie in the
Seyfert region in either the [S II]/Hα or the [O I]/Hα diagram and in
the LINER region in the remaining ([O I]/Hα or [S II]/Hα) diagram,
or (2) galaxies that lie in the composite region (below the Ke01 line)
in the [N II]/Hα diagram but that lie above the Ke01 line in either
the [S II]/Hα or the [O I]/Hα diagram.

According to this scheme, our 85 224-galaxy sample contains
63 893 (75 per cent) star-forming galaxies, 2411 (3 per cent)
Seyferts, 6005 (7 per cent) LINERs, and 5870 (7 per cent) com-
posites. The remaining galaxies are ambiguous galaxies (7045;
8 per cent).

C⃝ 2006 The Authors. Journal compilation C⃝ 2006 RAS, MNRAS 372, 961–976

Kewley et al. (2006) [also Kauffmann et al. 2003]
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Emission lines from AGN

✤ Type I:

✤ Broad permitted lines directly from 
BLRs (Balmer lines, MgII, CIV, Lyα)

✤ FWHM>2000 km/s

✤ Narrow forbidden lines from NLRs 
([OIII], [NII], [OII] etc.)

✤ Type II:

✤ narrow permitted and forbidden lines, 
FWHM ~ several 100 km/s

✤ Possible mixing with emission from HII 
regions and diffuse ionized gas


