
Data on a continuous variableData on a continuous variable

We now consider tabular and graphical presentations of data sets that 
contain numerical measurements on a virtually continuous scalecontinuous scale. Of 

course, the recorded measurements are always rounded.

In contrast with the discrete case, a data set of measurements on a 
continuous variable may contain many distinct values. Then, a table or plot 
of all distinct values and their frequencies will notnot provide a condensed or 

informative summary of the data.

The two main graphical methods used to display a data set of 
measurements are the dot diagramdot diagram and the histogramhistogram.

Dot diagramsDot diagrams are employed when there are relatively few observations 
(less than 20 or 25), histogramshistograms are used with a larger number of 

observations.



Dot diagram

When the data consist of a small set of numbers, they can be graphically 
represented by drawing a line with a scale covering the range of values of the 

measurements. Individual measurements are plotted above this line as prominent 
dots. The resulting diagram is called a dot diagramdot diagram.

The mg/L of Cl- in six water samples from wells in a country 
environment are given in increasing order by: 3,15, 46, 64, 126,
623.

The data extend from 3 to 623. Drawing a line segment from 0 
to 700, we can plot the data as shown in the Figure. The 
diagram shows a cluster of small values and a single rather 
large value.

Example 4.Example 4.

mg/L Cl- in water from wells



Frequency distributions on intervalsFrequency distributions on intervals
When the data consist of a large number of measurements, a dot diagram may be 

quite tedious to construct. More seriously, overcrowding of the dots will cause 
them to smear and mar the clarity of the diagram. In such cases, it is convenient 
to condense condense the data by grouping the observations according to intervals and
recording the frequencies of the intervals. The main steps in this process are 

outlined as follows.



The choice of the number and position of the class intervals is primarily a 
matter of judgementmatter of judgement guided by the following considerations:

The number of classes usually ranges from 5 to 15, depending on the 
number of observations in the data.

Grouping the observations sacrifices information concerning how the 
observations are distributed within each cell. With too few cells, the loss 

of information is serious. On the other hand, if one chooses too many 
cells and the data set is relatively small, the frequencies from one cell to 

the next would jump up and down in a chaotic manner and no overall 
pattern would emerge.

As an initial step, frequencies may be determined with a large number of 
intervals that can later be combined as desired in order to obtain a 

smooth pattern of the distribution.



Content of Na+ in water (mg/L) in 40 samples from different 
wells in an urban area.

To construct a frequency distribution, we first notice that the minimum is 3.20 and the 
maximum is 124.27. We choose class intervals of length 25 as a matter of convenience.

The selection of class boundaries is more complicated. Because the data have two decimal 
places, we could add a third decimal figure to avoid the possibility of any observation falling 

exactly on the boundary. Alternatively we could write 0-25 and make the endpoint 
convention that the left-hand limit is included but no the right



Frequency distribution for Na+ (mg/L) data 

RemarkRemark: the rule requiring equal class intervals is inconvenient when the data 
are spread over a wide range, but are highly concentrated in a small part of the 

range with relatively few numbers elsewhere.

Using smaller intervals where the data are highly concentrated and larger 
intervals where the data are sparse helps to reduce the loss of information due to 

grouping.



Histograms

A frequency distribution can be graphically presented as a histogramhistogram. 

To draw a histogram, we first mark the class intervals on the horizontal axis. 
On each interval, we then draw a vertical rectanglevertical rectangle whose area represents 
the relative frequency, that is the proportion of the observations occurring in 

that class interval.

The total area of all rectangles equals the sum of the relative frequencies, 
which is 1.

The total area of a histogram is 1.

Histogram for the frequency distribution for 
Na+ (mg/L) data



Histogram for the frequency 
distribution for Na+ (mg/L) data

For example the rectangle drawn on the class interval 0-25 has its area = 0.005 ×
25 = 0.125, which is the relative frequency of this class. 

Actually, we determined the height 0.005 as:
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Cumulative frequency distribution

A cumulative frequency 
distribution contains the total 

number of observations whose 
values are less than the upper 

limit of each interval. 

It is constructed by adding the 
frequencies of all frequency 

distribution intervals up to and 
including the present interval.

variable Cumulative 
frequency %

Relative 
cumulative 
frequency

< 10 5 0.05
< 20 20 0.20
< 30 41 0.41
< 40 65 0.65
< 50 81 0.81
< 60 89 0.89
< 70 95 0.95
< 80 100 1.00

It is important to note that the final interval in a cumulative frequency distribution 
must contain the total number of observations in the sample and a cumulative 

percentage of 100%.



An ogiveogive is a line graph connecting points that are the cumulative 
percentage of observations below the upper limit of each class in a 

cumulative frequency distribution.



NO3 (mg/L) in alpine rivers



StemStem--andand--leaf displayleaf display

A stea-and-leaf display provides a more efficient variant of the histogram for 
displaying data, especially when the observations are two-digit numbers.

This plot is obtained by sorting 
the observations into rows 

according to their leading digit.

The stem-and-leaf display for 
the data of the table is shown 

in the figure.

Na+ (mg/L) in water



StemStem--and leaf diagram: variable and leaf diagram: variable 
with a onewith a one--digit stemdigit stem

1.8, 1.9, 2.4, 2.6, 2.8,….

21.2, 22.2, 22.9, 23.3, 23.4,…

The diagram can be associate with the 
cumulative frequency (the first column)



Measures of Measures of centercenter

The described graphic procedures help us to visualise the pattern of a data set of 
measurements. To obtain a more objective summary description and a 

comparison of data sets, we must go one step further and obtain numerical numerical 
valuesvalues for the location or centercenter of the data and the amount of variability variability 

present.

Because data are normally obtained by sampling from a large population, our 
discussion of numerical measures is restricted to data arising in this context.

Moreover, when the population is finite and completely sampled, the same 
arithmetic operations can be carried out to obtain numerical measures for the 

population.

To effectively present the ideas and associated calculations, it is convenient to 
represent a data set by symbols.









The median M is not affectednot affected by a few very small or very large observations, 
whereas the presence of such extremes will have a considerable effect on the 
mean. For extremely asymmetrical distributionsasymmetrical distributions, the median is likely to be a 

more sensible measuremore sensible measure of center than the mean.



Calculate the median of the following values: 
46, 15, 3, 126, 623, 64ExampleExample

To find the median, first we order the data. The ordered values are:

3, 15, 46, 64, 126, 623

There are two middle values, so:
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One large value greatly inflates the mean. Here the median appears to be a 
better indicator of the center than the mean.



If the number of observations is quite large (greater than, say, 25 or 30), it is 
sometimes useful to extend the notion of the median and divide the ordered data 

set into quartersquarters.

Just as the point for division into halves is called the median, the points for division 
into quarters are called quartilesquartiles.

Thus, the points of division into more general fractions are called percentilespercentiles.







The modemode is any value occurring most frequently in the set of observations. It is 
convenient to arrange observations in increasing order as an aid to seeing how 

often each value occurs.
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Ca (mg/L)
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The application of the 
logarithmic transformation allow 
us to identify the presence of a 
bimodality (two set of data with 
a different statistics of central 

tendency)


