
The normal distributionThe normal distribution

The normal distribution, which may already be familiar to 
someone as the curve with the bell shape, is sometimes 

associated with the name of Pierre Pierre LaplaceLaplace and Carl GaussCarl Gauss, 
who figured prominently in its historical development.

Gauss derived the normal distribution mathematically as the 
probability distribution of the error of measurements, which he 

called the ““normal laws of errorsnormal laws of errors””.

Subsequently many researchers in a wide variety of fields 
found that their histogramstheir histograms exhibited the common feature of 

first rising gradually in height to a maximum and then 
decreasing in a symmetric manner.



A normal distribution A normal distribution 
has a bellhas a bell--shaped shaped 

densitydensity





However, around one, two or three standard deviation on 
each side of the mean we have the same probabilitysame probability to find 

data.



The standard normal distribution ZThe standard normal distribution Z



The process of standardizationThe process of standardization
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(1) subtraction of the 
mean;

(2) division for the 
standard deviation 

as the natural unit of 
measurement.
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Use of the standard Normal tableUse of the standard Normal table

The standard normal table gives the area to the left of a specified value of z as:



.







In general:In general:



Diffusion and dispersion of pollutantsDiffusion and dispersion of pollutants

When a pollutantpollutant is released into the environment, many 
diverse, unrelated forces act on it simultaneously. Because of 
the complexity of these processes, it is difficult to construct a 
single model for the movement, transformation, and fate of a 

pollutant.

To gain insight into these phenomena, it is preferable to 
consider several very simple models of one or more of the 

important processes at work in the environment.

Such  models are idealized, but their purpose is to illustrate 
how the statistical propertiesstatistical properties of observed environmental 

concentrations come about.



It is one of the most important processes that acts 
upon a pollutant released into the environment. In its 

simplest form, diffusion occurs when a molecule 
changes place with an adjacent molecule.

In the absence of outside mechanical forces, such 
movement will take place naturally due to the constant 

motion of the molecules of the pollutant and the 
material comprising the carrier medium.

diffusiondiffusion

If the carrier medium moves as the diffusion occurs, causing the
molecules of the pollutant to exhibit a predominant motion in a particular 

direction, the process is called diffusion with driftdiffusion with drift.

As diffusion processes become more complex, incorporating the effects 
of many real factors (winds, temperature changes, turbulence, ), they 

sometimes are called dispersion processesdispersion processes in one, two or three 
dimensions.



Consider a physical system consisting 
of an array of wedges in uniform rows. 
The wedges might be constructed of 
pieces of wood. Suppose that many 

small particles say, grains of sand, can 
be released from a “source” at the very 

top of the structure and that they 
eventually fall by gravity through the 
array to the bottom of the structure.

As we shall see, the movement of 
particles downward through the 

machine is a mechanical analogue of 
the dispersiondispersion and diffusion of 

pollutants in the environment.

Which type of probability distribution 
with respect to space will arise naturally 

from this mechanical analogue?



If one considers the probability 
distribution of particle arrivals with 

respect to space (distance from the 
midpoint of any row), the result is a 

symmetrical binomial distributionsymmetrical binomial distribution (p 
= ½), causing the expected number of 

particles arrivals to be symmetrical 
also.



Suppose that the particles (or 
molecules) of a pollutant are released 
from a point source as a continuous 

stream into a moving carrier medium.

Instead of gravity which was 
responsible for the driftdrift in the wedge 
machine and particle frame machine, 

assume that the drift now is caused by 
the predominant motion of the predominant motion of the 

carrier mediumcarrier medium at a constant speed 
and direction.

What will happen to the particles 
released into this moving carrier 

medium simplify the problem in two 
dimensions?



As in the particle frame analogue 
each particle experiences 

longitudinal driftlongitudinal drift after leaving 
the source, but it is subject to 

numerous collisionsnumerous collisions as it moves 
along.

On the i-th collision, the particle 
will experience  horizontal horizontal 

displacementdisplacement di.

The final position Y of the particle (or of many similar particles) after m m 
collisions will asymptotically approach a normal distribution whose mean 

is at the center line and variance is proportional to mm.
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Normal processesNormal processes: are those that give rise to normally distributed random 
variables.

Normally distributed random variables tend to arise naturally when manymany
continuous, independentindependent random variables are addedadded together. 

Conditions for normal processesConditions for normal processes: many variables found in nature result form 
the summing of numerous unrelated components. When the individual 

components are sufficiently unrelatedunrelated and complexcomplex, then the resulting sum 
tends toward normality as the number of components comprising the sum 

becomes increasingly large.

Two important conditions for normal processes are:

1) summation of many continuous random variables,

2) independence of these random variables.

In summary Æ a normal process (o randomrandom--sum processsum process) result when a 
number of unrelatedunrelated, continuous random variablescontinuous random variables are added added 

together. 



Probability distribution function (PDPDF) and cumulative distribution 
function (CDFCDF) of the standardised normal distribution.



Checking the plausibility of a normal modelChecking the plausibility of a normal model

Does a normal model serve as a reasonable modelreasonable model for the population 
that produced the sample?

One reason for our interest in this question is that many commonly used 
statistical (inferential) procedures requirerequire the population to be nearly 

normal.

An effective way to check the plausibility of a normal model is to construct 
a special graph, called a normalnormal--scores plotscores plot of the sample data.

For an easy explanation of the ideas, we work with a small sample size. In 
practical applications, at least 1515 or 2020 observations are needed to detect 

a meaningful pattern in the plot.



The term normal scores refers to an idelised sample from the standard 
normal distribution, namely the z values that divide the standard normal 

distribution into equal-probability intervals.

Suppose the sample size is n = 4. The figure below shows the standard 
normal distribution where four points are located on the z-axis so the 

distribution is divided into five segments of equal probability 1/5 = 0.2. The 
four points are denoted m1, m2, m3 and m4. Thus:

1) Order the sample data 
from the smallest to largest.

2) Obtain the normal scores.



case 1    0.2

case 2    0.4

case 3    0.6

Case 4   0.8

cum
ulative probability

Find the probability insideinside
the table and take the 
correspondent z-score 

value



When the normal 
scores are obtained, 

plot the pairs 
observation observation ––

correspondent normal correspondent normal 
scorescore in a plot thus 

checking for linearitylinearity.

A straight line pattern in a 
normal-scores plot 

support the plausibility of 
a normal model. A curve 
appearance indicates a 

departuredeparture from normality.
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Transforming observations to obtain normal distributionTransforming observations to obtain normal distribution





Transforming observations to obtain 
normality


