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Abstract

Evolution strategy has been combined with a particular exergoeconomic method to yield an optimization technique called Ex
nomically—Aided Evolution Strategy. Its application to the optimization of a combined cycle power plant is examined to demo
whether the exergoeconomic method can be used to improve the evolutionary optimization technique. It is shown, that there is a
the optimization progress under certain conditions. However, there are generally so many uncertainties associated with the exerg
method that it cannot be recommended as a universal tool for widely computerized process optimization. It remains, however, a
for an interactive application by an experienced engineer.
 2003 Elsevier SAS. All rights reserved.
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1. Introduction

An appropriate optimization technique is required for
economic optimization of thermodynamic processes. C
ventional mathematical techniques often cannot be util
for two major reasons. First, the optimization technique m
converge into local optima and, second, the objective fu
tion is often available as a black-box simulation only, wh
some optimization techniques are not able to cope with. W
developments in computer technology, evolution strate
have become more popular as an alternative in recent y
In principle, they have the ability to overcome local optim
and particularly, they belong to the derivative-free me
ods [1]. Only the objective function value is needed for o
timization. On the other hand, the required computing t
can be very high due to the large number of simulation ru
if complex processes are considered. Therefore, it is d
able to reduce the number of simulation runs implemen
suitable knowledge about the process.

Exergoeconomics can, in principle, yield this inform
tion. The heuristic benefits of exergoeconomics as an e
neering tool for the improvement of existing plants or
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synthesis of complex system structures are well known
has also been applied as an interactive optimization t
nique for real-valued parametric optimization [2]. Evalu
ing certain exergoeconomic parameters, the optimizing
gineer decides on the appropriate variation of the deci
variables to improve the process configuration in the n
optimization step. Therefore, this exergoeconomic met
seems to be appropriate to exploit useful information ab
a successful variation of the decision variables when
ing evolution strategies. In order to investigate the u
fulness of this certain exergoeconomic method as a
for improving the performance of the evolution strategi
the evolution strategies have been combined with this
ergoeconomic method. This new method is referred to
exergoeconomically—aided evolution strategy. To illustr
the results, a combined cycle power generation system
been chosen. The same model system was used in a p
ous publications [3,4].

The paper is organized as follows. The relevant feat
of evolution strategies are presented in Section 2. The p
ciples of the exergoeconomically—aided evolution strat
are described in Section 3. In Section 4, the results for
combined cycle power generation system are summar
and the question, whether the exergoeconmic method ca
utilized as a universal tool for improving the performance
the evolution strategies, is discussed.
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Nomenclature

B,n constants of cost function
Ċ cost rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . $·h−1

c cost per unit of exergy . . . . . . . . . . . . . . . $·MJ−1

Ė exergy flow rate . . . . . . . . . . . . . . MJ·a−1 or MW
I investment cost . . . . . . . . . . . . . . . . . . . . . . . . . . . $
n number of decision variables
p pressure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . MPa
r relative cost difference
T temperature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . K
x decision variable
z random number

Greek symbols

α generation counter
δ step size
ξ exergetic efficiency
κ capital factor

λ number of offspring
µ number of parents
ξ strategy parameter
Π = p1/p0 pressure ration

Subscripts

C compressor
F fuel
i counter
k componentk
O offspring
P parents
R result

Superscript
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2. Evolution strategies

Evolution strategies (ES) are based upon the paradigm
biological evolution. In each generation (optimization ste
there is a population of many individuals, each represen
a particular set of then decision variables{x1, . . . , xn}.
Evaluating the objective function, a certain fitness value
be associated to each individual. On the basis of fitness
µ best individuals of the present generation are selecte
parents from whichλ individuals, the so-called offspring
of the next generation are produced by the mechanism
mutation and recombination.

Depending on the chosen variant of the ES, the par
are either removed from the new population and t
excluded from the selection (so-called “comma strateg
or they compete with their offspring in the next generat
(so-called “plus strategy”) with the associated notati
(µ,λ)-ES or(µ + λ)-ES, respectively. A mixing of comm
and plus strategy can be applied by introducing a gen
deterioration factor for parents. If a parent stays longer t
κ generations in the population, its fitness value will
impaired. The corresponding strategy notation is(µ,λ,α)-
ES.

The mutation mechanism is crucial to the combination
ES and exergoeconomics. The natural mutation is imita
by using normal distributed random numbersz and step
sizesδ. These step sizes are themselves subject to a
adapting step size control, which itself uses the mechan
of mutation [1]. The normal distributed random numberz

make sure that offspring are produced which in the majo
of steps do not differ much from their parent. The use
a step size control is of considerable importance as th
the most significant item that distinguishes the ES from
entirely statistical Monte Carlo method. One single decis
f

f

-

variablexi of the offspring O is determined from the pare
value P as follows

xO,i = xP,i + δO,i · zi
δO,i = δP,i · ξ, i = 1, . . . , n

(1)

Offspring are thus produced with both enlarged and redu
step sizes, as generated from the parents’ step size
a strategy parameterξ . Those offspring whose step siz
is best adapted to the objective function will be selec
This implies that information about optimum step sizes
transported to the next step. Hereby, offspring are not cre
entirely at random but rather in a way adequately adapte
the topology of the fitness function.

The normal distributed random numberz is the factor
which will be affected by the information of the exergo
conomic analysis, which gives a recommendation on
direction to which a particular decision variable should
changed. If a decision variable should be increased,
positive values forz are allowed, and vice versa.

3. Exergoeconomically—aided evolution strategy

The task of cost optimization as it is considered in t
paper is the minimization of the total annual costs,

ĊF + κ ·
∑
k

Ik → min (2)

The fuel costsĊF are determined by the market price of fu
while the investment costsIk for each system compone
k are quantified by cost functions like those given
Appendix A. The model of economic analysis is taken i
account by the capital factorκ considering both the annuit
factor and the operating and maintenance expenses, w
are assumed to be proportional to the investment costs.
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3.1. Exergoeconomic analysis

The exergoeconomic analysis is used to provide the
timization algorithm, i.e., the evolution strategy, with i
formation that is supposed to accelerate the optimiza
process. The basic concept of exergoeconomics is the
tion between costs and exergy. This is represented by
cost per exergy unitci . Since costs are associated with ea
streami, an exergy-related cost flow can be traced throu
out the whole process by solving certain cost balances
each system component. In formulating the cost balance
capital costs are taken into account as source terms.

Defining carefully the result and the fuel of each syst
component, certain exergoeconomic parameters can be
uated to describe the system components’ thermodyn
and economic character. For more details see [2] or [4]. G
erally, the exergetic efficiency of componentk is defined as

ζk = ĖR,k

ĖF,k
(3)

whereĖR,k represents the exergy flow rate of product a
ĖF,k the exergy flow rate of fuel. The cost per exergy u
of fuel cF,k and productcR,k for each component result from
the cost balances and the definition of fuel and product
Especially,cF,k is used to define the costs of exergy loss
each system componentk by

�ĊL,k = cF,k · �ĖL,k (4)

By the term “exergy loss” in this paper the thermodynam
inefficiencies are meant that other authors call exergy
struction.

Therewith, the absolute cost difference of each com
nentk can be determined by adding up the costs of exe
loss and the capital costs

�Ċk = κ · Ik + �ĊL,k (5)

Another exergoeconomic parameter is the relative
differencerk , which describes the ratio between the c
increase per exergy unit and the cost of fuel

rk = cR,k − cF,k

cF,k
(6)

These parameters are evaluated in order to provide the
mizer with useful information about the further strategy. B
sically, the absolute cost difference is used to rank the c
ponents in descending order of cost production under sim
taneous consideration of the relative cost difference. Foll
ing this ranking, the exergetic efficiency for each compon
is compared to a target value at each step of the ES. Th
cision variables are changed in such a way as to appr
the exergetic efficiency of a component in a particular s
of the optimization to its target value. These target values
determined by applying an exergoeconomically isolated
timization of each component. This implies that the exe
flow rate of product and the cost per exergy unit of fuel
the system component are held constant as an approx
tion.
-

l-

-

-

-

3.2. Exergoeconomically isolated optimization of each
component

In order to determine target values for each compone
exergetic efficiency, a component is isolated from the
maining process. The exergetic efficiency has been cho
because there is a relation to both fuel and capital co
Fig. 1 illustrates the most common case, that the fuel c
increase with decreasing exergetic efficiency, while the c
ital costs increase rapidly with increasing exergetic e
ciency. Therefore, an optimum of the total costs exists
can be found easily. The corresponding optimum exerg
efficiencyζ opt is taken as the target value for the guided
timization of the whole process. In order to determine
optimum exergetic efficiency, the component’s cost fu
tion Ik , which in fact depends on the decision variables
sociated with this component, is approximated as a sim
function of the exergetic efficiency by applying a gene
equation introduced by Tsatsaronis [2], just slightly mo
fied here,

Ik = Bk ·
(

ζk

1− ζ k

)nk

(7)

Since this approximation is only valid for small variations
the associated decision variables, one single decision
able is slightly varied in each optimization step in order
determine the constantsBk andnk .

The fuel costs follow from Eq. (4) with some transform
tions to yield

ĊF,k = cF,k · ĖR,k

ζk
(8)

Since exergoeconomic isolation implies constant cost
exergy unit of fuel and exergy flow rate of product, Eq.
describes the linear representation of the fuel costs show
Fig. 1. The optimum exergetic efficiency can be calcula
analytically to give [2]

ζ
opt
k

1− ζ
opt
k

=
(
cF,k · ĖR,k

κ · Bk · nk

)1/(1+nk)

(9)

Fig. 1. Costs of a system component as a function of the exergetic effici
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Certainly, due to the inherent assumptions and simplifi
tions, these target values are not identical with the final
timum exergetic efficiencies within the process, but they
assumed to have the potential to guide the optimization
gorithm on the way to the global optimum in the early ste

3.3. Key design variables

The exergetic efficiency of a system component depe
upon more than one decision variable. Therefore, a d
sion has to be made which of them should be guided
the information gained from the exergoeconomically i
lated optimization of a component. These variables, wh
are assumed to be most promising for the optimization
one component, are called key design variables. In p
ciple, there are as much key design variables as there
combinatorial variants to combine system components
decision variables. In practice, this number of key des
variables has to be reduced considerably before the be
ning of optimization. Some can be ruled out easily on
basis of thermodynamic considerations. Others require s
process simulation runs to prove their use as key design
ables. Particularly, it has to be verified that the capital c
increase and the fuel costs decrease with increasing exe
efficiency. Otherwise the optimization of a single compon
along the lines of Fig. 1 is impossible.

Defining key design variables is an important but a
a time-consuming task. The interactive exergoecono
optimization technique as introduced by Tsatsaronis [2] d
not require this proper definition of key design variabl
since the engineer as optimizer is expected to react w
the suggested variation of a certain decision variable fai
improve the process.

3.4. Algorithm for guiding the optimization

The following scheme summarizes the use of an exer
conomic analysis for guiding automatically the Evoluti
Strategy.

• Rank the components in descending order of c
production using the absolute cost difference�Ċk

under simultaneous consideration of the relative c
differencerk .

• The system components heading this list are treated
by an exergoeconomically isolated optimization.

• Determine the target values of the exergetic efficien
following the methodology described in Section 3.2.

• Vary the actual exergetic efficiencyζk by varying the key
design variable in order to approximate its target valu
Find out the direction in which the key design variab
shall be changed. This information is passed on to
mutation operator of the ES.

It should be mentioned, that this procedure is differ
from the interactive methodology proposed by Tsatsar
-

c

in so far, as the optimizing engineer does not interv
in the optimization process. Considering the interac
methodology, he can introduce his knowledge and eval
the information gained by exergoeconomics. He can
particular, overrule this information whenever it fails to gi
reasonable results. On the contrary, the computer dep
on reliable information provided by the exergoeconom
analysis without subsequent evaluation. Consequently
combination of exergoeconomics and ES will reveal the
potential of the exergoeconomic method used in this pap

4. Application to a combined cycle power plant

In this section the exergoeconomically—aided ES
illustrated by the application to a combined cycle pow
generation process.

4.1. The combined cycle power generation process

The scheme of the 100 MW power plant is shown
Fig. 2. The plant employs a simple gas turbine system fue
by methane, consisting of an air compressor, a combus
chamber and a turbine. To adjust the exhaust gas temper
T3 at the turbine’s inlet, a part of the compressed air bypa
the combustion chamber and is mixed with the hot exh
gas leaving the combustion chamber. The expanded g
led to a heat recovery steam generator (HRSG) with
pressure lines. The feed water is heated, evaporated
superheated at high pressure in the HRSG. After expan
in the high pressure turbine the steam is re-superheated
HRSG and conducted to the low pressure turbine. Fin
the expanded steam is condensed in the condenser.

The thermodynamic model consists of the independ
mass and energy balances and the equations for evalu
the thermodynamic properties. Additionally some restric
conditions on the basis of the second law of thermodynam
are implemented in the thermodynamic simulator, wh
have to be checked during process simulation. If at least
restriction is not fulfilled, the values of the fitness functi
are set to very high pseudo-values. For this reason t
parameter configurations will be removed from the curr
population of the ES by selection.

In this case, 8 real-valued decision variables (temp
tures and pressures) are to be optimized, which have
defined as follows:

– compressor pressure ratioΠC � 16;
– exhaust gas temperature entering the gas turbineT3 �

1650 K;
– exhaust gas temperature leaving the HRSGT6 � 433 K;
– steam pressure entering the high pressure steam tu

p7 � 200 bar;
– steam temperature entering the high pressure s

turbineT7 � 850 K;
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Fig. 2. Design of the combined cycle power plant.
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– steam pressure entering the low pressure steam tu
p9 � 200 bar;

– steam temperature entering the low pressure st
turbineT9 � 850 K;

– condenser pressurep10 � 6 kPa.

The decision variables’ lower or upper boundaries are gi
too. They result from material and physical restrictions.

The investment costs of the power plant are calculate
the basis of certain cost functions for each plant compo
depending on relevant process parameters [5], see Ap
dix A. The annual fuel costs are determined using 3 U
$·GJ−1 as the unit cost of fuel based upon the fuel’s low
heating value which is multiplied by the mass flow rate
fuel.

4.2. Process optimization using ES

The process under consideration can be optimized
applying a conventional ES. Since the optimization of
combined cycle power plant is a rather complex optimiza
problem, a more sophisticated ES than a simple(1, λ)-
ES is required in order to determine the global optim
more reliably and exactly. Here, a(15,100,1)-ES has been
chosen, which represents a standard choice [1], leadin
an optimum configuration with costs of 5446 US-$·h−1

in this case. Approximately 15 hours computing time
required using a Pentium II 333 MHz. Parallelization co
effectively reduce the computing time, but was not u
in this study. The corresponding optimum values for
decision variables are

ΠC = 11.798, T3 = 1527.21 K, T6 = 433 K

p7 = 79.35 bars, T7 = 806.15 K, p9 = 2.56 bars

T9 = 433.90 K, p10 = 6 kPa
e

-

The optimum, which has been determined with
(15,100,1)-ES, is used as benchmark for the results of
exergoeconomically—aided ES, which is supposed to
duce the required computing time significantly. Since
information provided by the exergoeconomically isola
optimization can only affect the mutation mechanism, a s
ple (1, λ)-ES has been applied in the following comparis
This strategy only uses mutation for determining the o
spring. In this way, the exergoeconomically—aided ES
clearly be assessed disturbing the comparison by featur
a more sophisticated ES.

4.3. Process optimization using exergoeconomically—
aided ES

In this section the application of the exergoeconomi
ly—aided ES is illustrated. First at all, the selection
the key design variables is described. Afterwards, the
sults of the optimization process are presented for a
lected set of key design variables. Finally, a statist
evaluation gives further insight in the perspectives of
exergoeconomically—aided ES.

4.3.1. Selection of key design variables
The definition of key design variables is an importa

prerequisite, as their variation in each optimization s
is controlled by the information of the exergoeconom
analysis. In the process under consideration, there ar
combinatorial variants to define a key design variable fo
particular component. Some of these combinatorial vari
can easily be repudiated. For example, the performanc
the steam turbine is independent of the compressor pre
ratio’s value. In other cases, it has to be verified, that
capital costs and the fuel costs show the pattern of Fig.
not, the exergoeconomically isolated optimization will n
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Fig. 3. Visualization of the optimization process.
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yield reliable information on varying this decision variab
This cannot be proved a priori, so that some simula
runs of the whole process are required. This supplemen
expenditure of computer time limits severely the benefit
the exergoeconomic analysis.

Considering the costs of the air compressor dependin
variation of the compressor pressure ratio, for example,
found, that the fuel costs are not in agreement with the id
curve shown in Fig. 1. Therefore, the compressor pres
ratio cannot be defined as key design variable, althoug
has a significant influence on both the thermodynamic
the economic model of the compressor. The exergoecon
ically isolated optimization would yield a target value whi
leads in the proper direction at best by chance. This is
tal for the automated exergoeconomically—aided ES, s
it could not be eliminated and would mislead the algorith
This fact is due to a deficiency of the particular exergoe
nomic method applied in this work.

In fact, the 64 combinatorial variants of key desi
variables can be reduced systematically to 9 sensible
design variables, i.e.,

• Gas turbine:T3;
• Heat recovery steam generator:T3, T6, T7, T9, p7, p9;
• High pressure steam turbine:T7;
• Low pressure steam turbine:T9.

These key design variables cannot be used all simult
ously for the exergoeconomically—aided ES, but also t
cannot be reduced systematically any further. Their imp
on the optimization progress remains to be tested em
cal. This is a serious draw back, not only for the automa
but also for the interactive version of exergoeconomics.
theory cannot guarantee to yield information with succes
impact on the optimization progress.
-

-

4.3.2. Results
The results described in this section are obtained

using the most successful key design variables, i.e.p7
and p9 for the heat recovery steam generator,T7 for the
high pressure steam turbine andT9 for the low pressure
steam turbine. Fig. 3 shows the optimization process of
exergoeconomically—aided(1,100)-ES plotted versus th
number of generations in comparison with the results o
conventional(1,100)-ES.

It is obvious, that the exergoeconomically—aided
arrives at a value close to the optimum after 16 steps.
conventional ES, on the contary, needs about 40 genera
to reach a value of about the same quality. Thus the optim
is led to an almost optimum value in the early steps,
also found in the interactive approach. This depends on
proper selection of the key design variables. Other set
key design variables than the one used here do not lead
equally favorable performance [6].

In the following generations the exergoeconomically
aided ES is misled by the information from the exerg
conomically isolated optimization, as the target values
the exergetic efficiencies differ from their real optimum v
ues. While the conventional ES yields more favorable
ues from step to step, the exergoeconomically—aided o
mization process is led away from the optimum. Howev
the conventional ES is confined to a local optimum
5450 $·h−1, which is close to the global optimum due
the flat topology of the fitness function there. This is
lustrated by the small figure in Fig. 3, which represe
the generations from 100 up to 250. On the other side,
exergoeconomically—aided optimization is able to pass
local optimum in this case and finally yields the global op
mum of 5446 $·h−1 after about 1000 generations.

4.3.3. Statistical evaluation
A statistical evaluation demonstrates the impact of

ferent start populations of the ES on the final results. Fi
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Fig. 4. Statistical evaluation.
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shows the absolute differences in total costs with respe
the global optimum for one thousand applications of the c
ventional ES and the exergoeconomically—aided ES.
individuals in the start population are chosen randomly.
same set of key design variables has been used as des
in Section 4.3.2.

It is found, that the conventional ES is confined with
the local optimum in most of the cases (77.5%). O
3.4% of 1000 optimization runs reach the global optim
in sufficient accuracy, whereby about 15% yield valu
between the global and the local optimum.

The statistical evaluation reveals the benefits of
exergoeconomically—aided ES in this special case. Fi
shows, that almost 80% of the runs result in configuratio
which differ only at most 4.5 $·h−1 from the global opti-
mum. About 20% of all optimization runs reach the glo
optimum.

Therefore, exergoeconomics can have a notably pos
influence on the optimization process compared to
results of the conventional ES. But in Fig. 4 it is al
obvious, that more optimization runs yield a deviation fro
the global optimum of more than 5 $·h−1, when using the
particular exergoeconomic method for guiding the ES t
without it. This underlines, that the information obtain
from this exergoeconomic method is not reliable. This is t
for both the interactive and the automated methodology
fact, a qualified criterion is missing to assess the propo
variation of a certain decision variable except trial a
error. While this can be accomodated in the establis
interactive application it is rather fatal in combination with
computerized algorithm.

5. Conclusions

The aim of this study was to analyze the poten
of a particular exergoeconomic method for process o
d

mization with evolution strategies (ES). For this purpo
this exergoeconomic method has been combined with
evolution strategies. This exergoeconomically—aided
demonstrates the feasibility of applying the exergoecono
method in an automated optimization procedure without
engineer’s intervention, contrary to the established inte
tive exergoeconomic optimization [2].

It has been shown, that exergoeconomics has the pote
to accelerate the optimization process in the early steps
well defined set of key design variables has been determ
before starting the optimization. This requires to analyze
process rather thoroughly including some additional proc
simulation runs.

Furthermore, it has been found, that the exergoecono
method applied in this work cannot guarantee to yi
information with successful impact on the optimizati
process. There is no qualified criterion to assess the prop
variation of a certain decision variable.

Therefore, it may be concluded, that the particular ex
goeconomic method cannot be utilized as a reliable too
process optimization. Maybe future work will lead to som
modifications or additions to the exergoeconomic meth
ology that improve its reliability. However, the exergoec
nomic method can be used for analyzing processes.
analysis yields useful hints for interactive optimization.

Appendix A. Cost functions (see [3])

Air compressor

CAC = c11 · ṁair · 1

c12 − ηsC
· ΠC · ln(ΠC) (A.1)

Combustion chamber

CCC = c21 · ṁair ·
(
1+ exp

(
c22 · (Tout − c23)

))
× 1

(A.2)

0.995− pout/pin



296 S. Uhlenbruck, K. Lucas / International Journal of Thermal Sciences 43 (2004) 289–296

The

rd

ion,

ined
ent

s,

amic
d.),
rmal
18.
bei
exer-
Gas turbine

CGT = c31 · ṁgas· 1

c32 − ηsT
· ln

(
pin

pout

)

× (
1+ exp

(
c33 · (Tin − c34)

))
(A.3)

Heat recovery steam generator

CHRSG= c41 ·
∑
i

(
fp,i · fT,steam,i · fT,gas,i ·

(
Q̇i

�Tln,i

)0.8)

+ c42 ·
∑
j

fp,j · ṁsteam,j + c43 · ṁ1.2
gas (A.4)

fp,i = 0.0971· pi

30 bars
+ 0.9029 (A.5)

fT,steam,i = 1+ exp

(
Tout,steam,i − 830 K

500 K

)
(A.6)

fT,gas,i = 1+ exp

(
Tout,gas,i − 990 K

500 K

)
(A.7)

Steam turbine

CST = c51 · P 0.7
ST ·

(
1+

(
0.05

1− ηsST

)3)

×
(

1+ 5 · exp

(
Tin − 866 K

10.42 K

))
(A.8)

Condenser and cooling tower

CC = c61 · Q̇Cond

k · �Tln
+ c62 · ṁCW + 70.5 · Q̇Cond

× (−0.6936· ln
(�TCW − TWB

) + 2.1898
)

(A.9)
Feed water pump

CP = c71 · P 0.71
P ·

(
1+

(
0.2

1− ηsP

))
(A.10)

Table 1 shows the constants used in the cost functions.
costs are calculated in US-$ based on the year 1996.

Table 1
Constants used in the cost functions

Air compressor c11 = 44.71 $·(kg/s)−1 c12 = 0.95
Combustion chamberc21 = 28.98 $·(kg/s)−1 c22 = 0.015 K−1

c23 = 1540 K
Gas turbine c31 = 301.45 $·(kg/s)−1 c32 = 0.94

c33 = 0.025 K−1 c34 = 1570 K
Heat recovery c41 = 4131.8 $·(kW/K)−0.8 c42 = 13380 $·(kg/s)−1

steam generator c43 = 1489.7 $·(kg/s)−1.2

Steam turbine c51 = 3880.5 $·kW−0.7

Condenser c61 = 280.74 $·m−2 c62 = 746 $·(kg/s)−1

k = 2200 W·(m2K)−1

Feed water pump c71 = 705.48 $·(kg/s)−1
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