
Neuroeconomia
L a neuroeconomia o neuroscienze della decisione studia il funzionamento della mente umana in relazione ai 
processi decisionali nella soluzione di compiti economici. E’ decisamente interdisciplinare ( psicologia, economia, 
medicina, matematica, neurologia etc..) . 
L'obiettivo della neuroeconomia è quello di incrociare il corpus di conoscenze della sfera economica con quelle 
provenienti da ambiti psicologici e scientifici per determinare come si comporta il cervello durante i processi di 
decision making. 
Il presupposto da cui parte l'analisi neuroeconomica è che – a differenza di quanto affermato dall'economia 
tradizionale - l'uomo non è un animale razionale, bensì agisce sotto l'impulso di processi neuronali automatici e 
molto spesso inconsci, quindi indipendenti dalla propria volontà. Ciò fa sì che il comportamento economico 
umano sia dovuto ad un’integrazione di segnali nervosi consci ed inconsci alla base della razionalità  e  della 
emotività. 



Ipotesi del marcatore somatico
( Bechara et al 2000)

The  somatic marker  hypothesis provides a  systems-leve  neuro-anatomical and  cognitive  
framework for  decision making and  the influence on it by emotion. 
The key idea of this hypothesis is that decision making is a process that is influenced by marker 
signals that arise in  bioregulatory processes,  including those that express themselves in  
emotions and  feelings.  
This influence can  occur at multiple levels of operation, some of which occur consciously and
some of which occur non-consciously. 

The orbitofrontal cortex represents one critical structure in a neural system sub-
serving decision making.  Decision making is not mediated by  the orbitofrontal cortex alone, 
but arises from large-scale systems that include other cortical and subcortical components. 

Such structures include  the  amygdala,  the  somatosensory/insular cortices and the
peripheral nervous system



The somatic marker hypothesis is based on the following main assumptions: 
1. human reasoning and decision making depend on many levels of neural operation, some of which 

are conscious and overtly cognitive (depend on sensory images based on the activity of early 
sensory cortices) some of which are not; 

2. cognitive operations, regardless of their content, depend on support processes such as attention, 
working memory and emotion; 

3. reasoning and decision making depend on the availability of knowledge about situations, actors, 
options for action and outcomes; such knowledge is stored in ‘dispositional’ form throughout 
higher-order cortices and some subcortical nuclei (the term dispositional is synonymous with 
implicit and non-topographically organized); dispositional knowledge can be made explicit in the 
form of (a) motor responses of varied types and complexity (some combinations of which are part 
of emotions) and (b) images. 

4. knowledge can be classified as follows: (a) innate and acquired knowledge concerning 
bioregulatory processes and body states and actions, including those which are made explicit as 
emotions; (b) knowledge about entities, facts (e.g. relations, rules), actions and action-complexes 
(stories), which are usually made explicit as images; (c) knowledge about the linkages between (b) 
and (a) items, as reflected in individual experience; and (d) knowledge resulting from the 
categorizations of items in (a), (b) and (c).

Ipotesi del marcatore somatico
( Bechara et al 2000)
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Gambling task 
(Bechara et al 1994)

2001), thus supporting the notion that these three sets of
tasks may engage a common mechanism of decision-
making, tied to the VM region.

2. The gambling task

The task has been described in detail elsewhere
(Bechara, Tranel et al., 2000). Briefly, in the gambling
task (also referred to as the Iowa gambling task),
subjects have to choose between decks of cards which
yield high immediate gain but larger future loss, i.e.,
long term loss, and decks which yield lower immediate
gain but a smaller future loss, i.e., a long term gain.
The task consists of four decks of cards named A, B,
C, and D. The goal in the task is to maximize profit
on a loan of play money. Subjects are required to
make a series of 100 card selections. However, they are
not told ahead of time how many card selections they
are going to make. Subjects can select one card at a
time from any deck they choose, and they are free to
switch from any deck to another at any time, and as
often as they wish. However, the subject!s decision to
select from one deck versus another is largely influ-
enced by various schedules of immediate reward and
future punishment. These schedules are pre-pro-
grammed and known to the examiner, but not to the

subject. The reward/punishment schedules are set in
such a way so that two of the decks of cards (A and
B) yield high immediate gain but larger future loss,
i.e., long term loss (disadvantageous decks), and two
of the decks (C and D) yield lower immediate gain but
a smaller future loss, i.e., a long term gain (advanta-
geous decks).

3. Behavioral findings in VM patients

We investigated the performance of normal control
subjects with demographic characteristics matched to a
group of patients with bilateral damage to the VM re-
gion of the prefrontal cortex (Fig. 1) and a separate
group of patients with damage to the lateral occipital or
lateral temporal cortex (brain-damaged controls). Nor-
mal and brain-damaged control subjects avoided the
bad/disadvantageous decks (A and B) and preferred the
good decks (C and D). By contrast, VM patients did not
avoid (i.e., they preferred) the bad decks (A and B)
(Fig. 2). From these results we suggested that the VM
patients! performance profile is comparable to their
real-life inability to decide advantageously in situations
involving choosing between immediate vs. delayed re-
ward or punishment. This is especially true in personal
and social matters, a domain for which in life, as in the

Fig. 1. Overlap of lesions in a group of VM patients. The red color indicates an overlap of four or more patients. From (Bechara, Damasio, &
Damasio, 2000) (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this paper.).
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task, an exact calculation of the future outcomes is not
possible and choices must often be based on approxi-
mations, hunches, and guesses (Bechara, Damasio et al.,
2000).

3.1. Biases guide decisions

Based on these behavioral results, we asked the fol-
lowing questions: Why do these patients have this ‘‘myo-
pia’’ for the future?Whycan theynot ‘‘foresee the future’’?

To answer these questions, we added a psychophysi-
ological measure while playing the gambling task. The
goal was to assess somatic state activation when making
decisions during the gambling task. We studied two
groups: normal subjects and VM patients. We had them
perform the gambling task while we recorded their skin
conductance response (SCR) activity (Bechara, Tranel,
Damasio, & Damasio, 1996). Both normal controls and
VM patients generated SCRs after they had picked the
card and were told that they won or lost money. The
most important difference, however, was that normal
controls, as they became experienced with the task, they
began to generate SCRs prior to the selection of any
cards, i.e., during the time when they were pondering
from which deck to choose. These anticipatory SCRs
were more pronounced before picking a card from the
risky decks A and B, when compared to the safe decks C
and D. VM patients entirely failed to generate any SCRs
before picking a card (Fig. 3). These results provide
strong support for the notion that decision-making is
guided by emotional signals (or somatic states), which
are generated in anticipation of future events.

4. Right versus left VM damage

Given the functional asymmetry of the cerebral
hemispheres, it is important to determine whether the

Fig. 3. Means!SEM of the magnitudes of anticipatory, reward, and punishment SCRs generated by normal controls and target patients (VM
lesions) averaged across all cards selected from a given deck.

Fig. 2. Relative to normal controls and brain-damaged controls, VM
patients were impaired in their performance on the gambling task. The
figure shows net scores ((C+D)) (A+B)) of cards selected by each
group across different blocks expressed as means!SEM. Positive net
scores reflect advantageous performance while negative net scores re-
flect disadvantageous performance.

32 A. Bechara / Brain and Cognition 55 (2004) 30–40

Comportamento
The task involves four decks of cards, named A, B, C and D. The goal is to maximize profit on 
a loan of play money. Subjects are required to make a series of 100 card selections, but are 
not told ahead of time how many card selections they are going to be allowed to make. 
Cards can be selected one at a time, from any deck, and subjects are free to switch from any 
deck to another, at any time and as often as they wish. The decision to select from one deck 
or another is largely influenced by schedules of reward and punishment. These schedules 
are pre-programmed and known to the examiner, but not to the subject (Bechara et al., 
1994, 1999a). They are arranged in such a way that every time the subject selects a card 
from deck A or B, s/he gets $100, and every time deck C or D is selected, the subject gets 
$50. However, in each of the four decks, subjects encounter unpredictable money loss 
(punishment). The punishment is set to be higher in the high-paying decks A and B, and 
lower in the low-paying decks C and D. In decks A and B the subject encounters a total loss 
of $1250 in every 10 cards. In decks C and D the subject encounters a total loss of $250 in 
every 10 cards. In the long term, decks A and B are disadvantageous because they cost 
more, a loss of $250 in every 10 cards. Decks C and D are advantageous because they result 
in an overall gain in the end, a gain of $250 in every 10 cards.
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task, an exact calculation of the future outcomes is not
possible and choices must often be based on approxi-
mations, hunches, and guesses (Bechara, Damasio et al.,
2000).

3.1. Biases guide decisions

Based on these behavioral results, we asked the fol-
lowing questions: Why do these patients have this ‘‘myo-
pia’’ for the future?Whycan theynot ‘‘foresee the future’’?

To answer these questions, we added a psychophysi-
ological measure while playing the gambling task. The
goal was to assess somatic state activation when making
decisions during the gambling task. We studied two
groups: normal subjects and VM patients. We had them
perform the gambling task while we recorded their skin
conductance response (SCR) activity (Bechara, Tranel,
Damasio, & Damasio, 1996). Both normal controls and
VM patients generated SCRs after they had picked the
card and were told that they won or lost money. The
most important difference, however, was that normal
controls, as they became experienced with the task, they
began to generate SCRs prior to the selection of any
cards, i.e., during the time when they were pondering
from which deck to choose. These anticipatory SCRs
were more pronounced before picking a card from the
risky decks A and B, when compared to the safe decks C
and D. VM patients entirely failed to generate any SCRs
before picking a card (Fig. 3). These results provide
strong support for the notion that decision-making is
guided by emotional signals (or somatic states), which
are generated in anticipation of future events.

4. Right versus left VM damage

Given the functional asymmetry of the cerebral
hemispheres, it is important to determine whether the

Fig. 3. Means!SEM of the magnitudes of anticipatory, reward, and punishment SCRs generated by normal controls and target patients (VM
lesions) averaged across all cards selected from a given deck.

Fig. 2. Relative to normal controls and brain-damaged controls, VM
patients were impaired in their performance on the gambling task. The
figure shows net scores ((C+D)) (A+B)) of cards selected by each
group across different blocks expressed as means!SEM. Positive net
scores reflect advantageous performance while negative net scores re-
flect disadvantageous performance.
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The results   from   the   psychophysiological   experiments
conducted so far reveal that normal controls and VM patients
generate SCRs as a reaction to reward or punishment. Normal
controls, however, as they become experienced with the task,
also begin to generate SCRs before the selection of any card. The
anticipatory SCRs generated by normal controls: (i) develop over
time (i.e. after selecting several cards from each deck, and thus
encountering several instances of reward and punishment); and
(ii) actually become more pronounced before selecting cards
from the disadvantageous decks (A and B). These anticipatory
SCRs are absent in the VM patients (Fig. 4). This suggests that VM
patients have a specific impairment in their ability to generate
anticipatory SCRs in response to a possible outcome of their
action. Since SCRs are physiological indices of an autonomically
controlled change in somatic state, it seems reasonable to
conclude that the absence of anticipatory SCRs is an indication
that these patients’ ability to change somatic states in response to
an imagined scenario is severely compromised. In this
perspective, the failure to enact a somatic state appropriate to

the consequences of a response would be a correlate of their
inability to choose advantageously.

Risk Taking versus Impaired Decision Making
None of the bilateral VM patients tested so far have performed
advantageously on the gambling task. However, not every
normal control subject performs advantageously. Approximately
20% of normal adults who describe themselves as high-risk takers
in real life end up selecting more cards from the bad decks
relative to the good ones (Bechara et al., 1999a). When looking
at the anticipatory SCRs in these normal individuals, it is often
found that the magnitudes of the anticipatory SCRs in relation to
the bad decks are slightly lower than those in relation to the good
decks (Bechara et al., 1999a). The opposite is true (i.e. higher
anticipatory SCRs with the bad decks relative to the good decks)
in normal individuals who play advantageously. The most critical
distinction between these normal individuals and the VM
patients, however, is that these normal individuals do generate
anticipatory SCRs. The VM patients, on the other hand, do not

Figure 3. A learning curve revealing the level of performance of normal control (n = 5) and VM patients (n = 6) on the gambling task, as a function of repetition over time. The VM
patients failed to show a significant improvement as a function of repeated testing.

Figure 4. Magnitudes of anticipatory SCRs as a function of group [normal control (A) (n = 12) versus VM patients (B) (n = 7)], deck and card position within each deck. Note that
control subjects gradually began to generate high-amplitude SCRs to the disadvantageous decks. The VM patients failed to do so.
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in response to a particular reward remains invariant regardless of
whether it is paired with a less or more preferred option62. Such
an activity pattern may underlie the transitivity of value judgments.
Over the longer term, however, OFC neuron activity recorded in
relation to a particular outcome expectation changes depending on
the other rewards that are available57, such that OFC neurons encoding
a particular reward will show more activity if this reward is the
preferred one among the options available. Such OFC activity might
underlie context-dependent preferences. Activity in parietal areas also
varies with the relative reward expectations associated with different
possible actions, but it is not clear whether regions outside the OFC
contain representations that are specific to both stimulus and outcome
and that contain at least some information about absolute value over
some time scales41,69.

Further support for the idea of value representations in the
orbitofrontal cortex has been adduced from human fMRI studies.
A consistent finding is that activity in a ventromedial prefrontal
cortex (VMPFC) is correlated with the expected reward in a great
many situations17,70–75. In one recent study74, hungry humans
were asked how much they would be prepared to pay for different
food items; VMPFC activity varied with the subjects’ valuation
of each item as judged by their willingness to pay. In another study72

(Fig. 6), a choice procedure was used to determine the value
assigned by different individuals to monetary rewards of different
sizes and expected delays. VMPFC activity was correlated with
individual valuations.

Integrating rewards and costs in decision making
It is tempting to relate the findings of VMPFC activation reported in
human subjects with studies of reward-related single-neuron activity in
the OFC of rats and macaques. Such an argument would tend to
conclude that the OFC represents value in an abstract and context-
independent manner that could provide a ‘common currency’ for
decision making. It is not clear, however, that it is correct to make this
argument. The precise location of the VMPFC activation varies from
one study to the next and even between subjects within a study72, but it
is usually located on the medial rather than the orbital surface (Fig. 6).
The neurons in the macaque, on the other hand, that have been
reported to encode value lie in a distinct region in the central part of
the orbital surface between the medial and lateral orbital sulci57,62.
Anatomically, the VMPFC region in humans and other primates
contains three distinct divisions—medial orbitofrontal cortex, ventral
cingulate cortex and posterior parts of the frontopolar cortex76,77—and

one could argue for identifying VMPFC activity with any of these three
main divisions. Even if VMPFC activations are within the OFC, then
they are likely to fall within its most medial part, which, in the
macaque, is strongly interconnected with the ACC and medial frontal
cortex but comparatively weakly interconnected with the remainder of
the OFC78. Very little is known of the functions or physiology of
macaque VMPFC.

Whereas many single-neuron studies have concentrated on the
encoding of rewards in a controlled learning environment, in real-life
situations, decisions and actions involve costs79. For example, a course
of action may lead to a benefit such as a large reward but only after a
cost, such as a long delay, is encountered. Both the reward and the cost
in conjunction determine a choice’s value. If the OFC does maintain a
context-independent representation of value as a common currency for
decision making, then OFC neurons that increase their firing rates in
relation to increases in the expected magnitude of a reward should also
decrease their activity in relation to the expected cost of the action.
Although this may occur in macaques80, such encoding is not readily
observable in the OFC of rats81 (Fig. 7). The discrepancy between
results in rat and monkey may reflect either a genuine species difference
or a difference in the extent of training (substantial and minimal in the
monkey and rat studies, respectively). Nevertheless, the evidence from
the rat suggests that OFC represents the costs of a choice option
independently from its associated reward magnitude81. The pattern
of results suggest that the distributed activity of OFC neurons does
not just encode the integrated current value of a choice outcome in a
unitary manner57,62,68, but also maintains a rich representation of
many aspects of an expected reward, including its intrinsic features,
such as its identity57,62,68, taste, smell and texture60,61. At least in
rodents, the OFC also encodes other variable reward features, such as
associated delay81 and spatial position82, that are also often important
for decision making.

OFC lesions alter decisions about rewards that are expected after a
delay83. Normally rats can learn to choose a course of action
that ultimately leads to a larger reward after a delay, but after OFC
lesions rats sometimes prefer actions that lead to an immediate small
reward84,85. The deficit suggests that the OFC is essential for
certain aspects of value representation, but it does not indicate a
fundamental impairment in all aspects of value representation because
animals with lesions in the OFC can make appropriate decisions when
the cost to be taken into account concerns the effort that must be
expended before the reward is acquired rather than a delay.
ACC lesions, by contrast, cause the opposite pattern: impairment in
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Figure 6 VMPFC activation and representation of subjective value. (a) Human
subjects made decisions about whether to opt for delayed monetary rewards
of various amounts at various delays or for a standard payment of US$20 that
would be made immediately. The rates at which the values of delayed rewards
were discounted by subjects were calculated from each individual’s choice
data. The resulting estimates of the subjective values of choice options were
then regressed against the fMRI-recorded brain activity. Activity in the
VMPFC and adjacent ACC and in the posterior cingulate cortex was better
correlated with (top) the subjective values of the choice options (yellow) than
with the objective amount of monetary reward (red) or with (bottom) the
objective delay to the monetary reward (red). Reprinted with permission from
Kable and Glimcher72 (Nature Neuroscience). (b) Subjects were shown
stimuli that predicted different reward magnitudes with different
probabilities. VMPFC activity (top, crosshairs) increased linearly both with
increasing reward probability and with increasing reward magnitude (bottom;
error bars, s.e.m.). Activity therefore encoded the expected value of the
stimulus. Reprinted with permission from Knutson et al.70 (Journal
of Neuroscience).
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• Reinforcement learning models that focus on the striatum and dopamine can predict the 
choices of animals and people. 

• Representations of reward expectation and of reward prediction errors that are pertinent to 
decision making, however, are not confined to these regions but are also found in prefrontal 
and cingulate cortex. 

• Moreover, decisions are not guided solely by the magnitude of the reward that is expected. 
Uncertainty in the estimate of the reward expectation, the value of information that might be 
gained by taking a course of action and the cost of an action all influence the manner in 
which decisions are made through prefrontal and cingulate cortex.



Durante decisioni in cui si valutano rischi si ha  attivazione della corteccia cingolata (prefrontale) nelle scimmie: 
in generale attivazione maggiore per le perdite che per i guadagni. 

Ruolo della corteccia cingolata anteriore

neurons in lateral prefrontal cortex23. Nevertheless, the ACC region in
which most recordings are made is in a position to influence and be
influenced by action-selection processes: it is anatomically
interconnected with the adjacent rostral cingulate motor area
(CMAr), which has direct projections to the spinal cord and the
primary motor cortex37,38. CMAr neurons show activity that is time-
locked to the execution of movements39,40. Although CMAr neurons
encode comparatively little information about the spatial features of an
action, their firing rates do contain information about other aspects of
plans, such as the sequential order in which actions are made39,40. By
contrast, whereas dopamine neurons encode the expected value of the
action that will be taken, or in some cases the
expected value of the best action that could be
taken in a given context7, their activity does
not seem to contribute to the selection of the
action itself in a simple way34, and the pre-
sence of prediction error activity is not always

related to subsequent adjustments in action selection33. In reinforce-
ment learning models, such a situation could occur in the presence of a
low learning rate.

Parameters encoded in cingulate cortex
In addition to the reward expectation and the prediction error, the
learning rate and the statistical parameters of the environment that
determine the learning rate are also encoded in ACC activity when new
information is observed. When subjects are asked to adjust their
behavior in response to new outcomes while the statistics of the reward
environment change, subjects flexibly adapt their learning rates such

0.8

a b c

0

0.8

P
op

ul
at

io
n 

ac
tiv

iti
es

P
op

ul
at

io
n 

ac
tiv

iti
es

P
op

ul
at

io
n 

ac
tiv

iti
es

0.2

0.8

0.2

0.7

0.2

0.8

0

0.8

Nondifferential cells

0.6
0

00.600.60 0.600

C1 C2 C3 C1 C2 C3 C1 C2 C3eC3eC2eC1E1 eC3eC2eC1E1 eC3eC2eC1E1

0.6
Time from stimulus onset (s) Time from stimulus onset (s) Time from stimulus onset (s)

0 0.6

C1
C2
C3

eC1

Negative feedback–preferring cellsPositive feedback–preferring cells

E1

eC2
eC3

Figure 2 Prediction error encoding in the ACC. Changes of activity in a population of medial frontal cortical neurons centered on the ACC sulcus during the
course of learning which action was rewarded with a secondary reinforcer. (a–c) Averaged responses of 16 positive feedback–preferring cells (a), 32 negative
feedback–preferring cells (b) and 34 nondifferential cells (c). Bin width in upper graphs in each section, 50 ms. The activity of each cell was normalized by its
peak activity and then averaged across cells. Each graph shows activity across three trials of a typical problem set. On the first trial, monkeys did not know
which was the correct action to choose. On half of trials (left column, C1) the monkeys guessed correctly and chose the action associated with a positive
secondary reinforcer. Usually the monkeys continued to choose correctly on the subsequent trials (C2 and C3) on these blocks. In the other half of blocks,
the monkeys’ first choices were incorrect (right column, E1). The monkeys usually corrected their choices on the subsequent three trials (eC1, eC2 and eC3).
Positive feedback–preferring neurons and nondifferential neurons were active in relation to the positive prediction error when the first choice was made
correctly but subsequently decreased their activity once the correct choice was known. Negative feedback–preferring neurons and nondifferential neurons were
active in relation to the negative prediction error when the first choice was made incorrectly but subsequently decreased their activity once the correct choice
was known. (Reprinted with permission from Matsumoto et al.25 (Nature Neuroscience)).
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Figure 3 ACC, volatility and the learning rate.
Learning rates are flexibly adapted to best suit
environmental statistics, and this effect is
mediated by the ACC. (a) Subjects underwent a
decision making task in which the reward rate
changed. Crucially, this changing reward rate went
through periods of stability and periods of
volatility (top panel). Optimal behavior requires
that the subjects estimate this volatility (bottom
panel) and adjust their learning rate accordingly.
(b) Subject learning rates (a) during the stable
and volatile phases of the experiment. Bars, mean
± s.e.m. for human subjects. Dots, optimal
learning rate. (c) A circumscribed region in the
ACC correlates with the volatility estimate (or the
related uncertainty). (d) Time course of the effect
size in ACC. BOLD signal is related to the
estimated volatility only when the outcome is
observed. (Reprinted with permission from
Behrens et al.5 (Nature Neuroscience)).
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• L’attivazione e l’apprendimento della strategia riflettono una stima della statistica delle perdite/vincite, 
mostrando grande flessibilità
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neurons in lateral prefrontal cortex23. Nevertheless, the ACC region in
which most recordings are made is in a position to influence and be
influenced by action-selection processes: it is anatomically
interconnected with the adjacent rostral cingulate motor area
(CMAr), which has direct projections to the spinal cord and the
primary motor cortex37,38. CMAr neurons show activity that is time-
locked to the execution of movements39,40. Although CMAr neurons
encode comparatively little information about the spatial features of an
action, their firing rates do contain information about other aspects of
plans, such as the sequential order in which actions are made39,40. By
contrast, whereas dopamine neurons encode the expected value of the
action that will be taken, or in some cases the
expected value of the best action that could be
taken in a given context7, their activity does
not seem to contribute to the selection of the
action itself in a simple way34, and the pre-
sence of prediction error activity is not always

related to subsequent adjustments in action selection33. In reinforce-
ment learning models, such a situation could occur in the presence of a
low learning rate.

Parameters encoded in cingulate cortex
In addition to the reward expectation and the prediction error, the
learning rate and the statistical parameters of the environment that
determine the learning rate are also encoded in ACC activity when new
information is observed. When subjects are asked to adjust their
behavior in response to new outcomes while the statistics of the reward
environment change, subjects flexibly adapt their learning rates such
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Figure 2 Prediction error encoding in the ACC. Changes of activity in a population of medial frontal cortical neurons centered on the ACC sulcus during the
course of learning which action was rewarded with a secondary reinforcer. (a–c) Averaged responses of 16 positive feedback–preferring cells (a), 32 negative
feedback–preferring cells (b) and 34 nondifferential cells (c). Bin width in upper graphs in each section, 50 ms. The activity of each cell was normalized by its
peak activity and then averaged across cells. Each graph shows activity across three trials of a typical problem set. On the first trial, monkeys did not know
which was the correct action to choose. On half of trials (left column, C1) the monkeys guessed correctly and chose the action associated with a positive
secondary reinforcer. Usually the monkeys continued to choose correctly on the subsequent trials (C2 and C3) on these blocks. In the other half of blocks,
the monkeys’ first choices were incorrect (right column, E1). The monkeys usually corrected their choices on the subsequent three trials (eC1, eC2 and eC3).
Positive feedback–preferring neurons and nondifferential neurons were active in relation to the positive prediction error when the first choice was made
correctly but subsequently decreased their activity once the correct choice was known. Negative feedback–preferring neurons and nondifferential neurons were
active in relation to the negative prediction error when the first choice was made incorrectly but subsequently decreased their activity once the correct choice
was known. (Reprinted with permission from Matsumoto et al.25 (Nature Neuroscience)).
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Figure 3 ACC, volatility and the learning rate.
Learning rates are flexibly adapted to best suit
environmental statistics, and this effect is
mediated by the ACC. (a) Subjects underwent a
decision making task in which the reward rate
changed. Crucially, this changing reward rate went
through periods of stability and periods of
volatility (top panel). Optimal behavior requires
that the subjects estimate this volatility (bottom
panel) and adjust their learning rate accordingly.
(b) Subject learning rates (a) during the stable
and volatile phases of the experiment. Bars, mean
± s.e.m. for human subjects. Dots, optimal
learning rate. (c) A circumscribed region in the
ACC correlates with the volatility estimate (or the
related uncertainty). (d) Time course of the effect
size in ACC. BOLD signal is related to the
estimated volatility only when the outcome is
observed. (Reprinted with permission from
Behrens et al.5 (Nature Neuroscience)).
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neurons in lateral prefrontal cortex23. Nevertheless, the ACC region in
which most recordings are made is in a position to influence and be
influenced by action-selection processes: it is anatomically
interconnected with the adjacent rostral cingulate motor area
(CMAr), which has direct projections to the spinal cord and the
primary motor cortex37,38. CMAr neurons show activity that is time-
locked to the execution of movements39,40. Although CMAr neurons
encode comparatively little information about the spatial features of an
action, their firing rates do contain information about other aspects of
plans, such as the sequential order in which actions are made39,40. By
contrast, whereas dopamine neurons encode the expected value of the
action that will be taken, or in some cases the
expected value of the best action that could be
taken in a given context7, their activity does
not seem to contribute to the selection of the
action itself in a simple way34, and the pre-
sence of prediction error activity is not always

related to subsequent adjustments in action selection33. In reinforce-
ment learning models, such a situation could occur in the presence of a
low learning rate.

Parameters encoded in cingulate cortex
In addition to the reward expectation and the prediction error, the
learning rate and the statistical parameters of the environment that
determine the learning rate are also encoded in ACC activity when new
information is observed. When subjects are asked to adjust their
behavior in response to new outcomes while the statistics of the reward
environment change, subjects flexibly adapt their learning rates such
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feedback–preferring cells (b) and 34 nondifferential cells (c). Bin width in upper graphs in each section, 50 ms. The activity of each cell was normalized by its
peak activity and then averaged across cells. Each graph shows activity across three trials of a typical problem set. On the first trial, monkeys did not know
which was the correct action to choose. On half of trials (left column, C1) the monkeys guessed correctly and chose the action associated with a positive
secondary reinforcer. Usually the monkeys continued to choose correctly on the subsequent trials (C2 and C3) on these blocks. In the other half of blocks,
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Figure 3 ACC, volatility and the learning rate.
Learning rates are flexibly adapted to best suit
environmental statistics, and this effect is
mediated by the ACC. (a) Subjects underwent a
decision making task in which the reward rate
changed. Crucially, this changing reward rate went
through periods of stability and periods of
volatility (top panel). Optimal behavior requires
that the subjects estimate this volatility (bottom
panel) and adjust their learning rate accordingly.
(b) Subject learning rates (a) during the stable
and volatile phases of the experiment. Bars, mean
± s.e.m. for human subjects. Dots, optimal
learning rate. (c) A circumscribed region in the
ACC correlates with the volatility estimate (or the
related uncertainty). (d) Time course of the effect
size in ACC. BOLD signal is related to the
estimated volatility only when the outcome is
observed. (Reprinted with permission from
Behrens et al.5 (Nature Neuroscience)).
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Cingolotomia porta a rischio non si è più in grado di integrare le informazioni passate per il future =>inibizione di 
risposte impulsive ?

Ruolo della corteccia cingolata anteriore

that in stable conditions, new prediction errors have little effect on
future actions, in line with theoretical predictions. In fast-changing or
volatile situations, however, subjects learn quickly from new outcomes.
To achieve such flexible behavior, subjects must do more than simply
update the value of each action. They must also track the volatility, a
higher-order statistic of the environment. Theoretical accounts suggest
that volatility in the environment induces uncertainty in the current
estimate of value. In uncertain situations, subjects should give more
weight to new outcomes, implying a faster learning rate (Figs. 1
and 3)3–5. These crucial parameters of volatility and uncertainty
correlate with the BOLD response in the ACC sulcus at the time each
new outcome is observed—the crucial time for learning (Fig. 3).
Experimental controls in these studies allowed these signals influencing
the learning rate to be identified independently from signals represent-
ing the prediction error.

The learning rate dictates the extent to which an action’s expected
value is determined by its past history of reward—the reward integra-
tion curve. Under a fast learning rate, only the most recent outcomes
are relevant, whereas under a slow learning rate, even historical
outcomes have a bearing on the next decision (Fig. 4a). A learning
rate that is flexibly adapted to suit the reward environment can
therefore explain differences in the length of this curve that have
been reported in recent experiments33,41,42. For example, outcomes
from more than 30 trials ago still had some influence over the values of
choice options in one study41,43 (Fig. 4b), whereas a much shorter
reward integration period was reported in a similar task also performed
by macaques42 (Fig. 4c). In the former experiment, reward contingen-
cies remained stable for hundreds of trials, whereas in the latter
experiment, the monkeys experienced a volatile environment that
switched approximately every 25 trials. The importance of the ACC
in mediating the influence of the reward environment on the learning

rate and therefore on future actions is under-
lined by the finding that, after an ACC lesion,
only the outcome on the most recent trial
exerts any influence over subsequent deci-
sions42 (Fig. 4d).

There is further evidence that the ACC
mediates the degree to which an outcome

will guide learning and future behavior. In one study, human subjects
were scanned while they moved around a virtual maze that they had
previously explored outside the scanner44. The authors derived esti-
mates of subjects’ beliefs about their current maze positions on the
basis of the observations that the subjects were able to make at each
point in the virtual maze. The authors also estimated when the
observations the subjects made would have been discrepant with
previously held beliefs. On such trials, the feedback was especially
valuable and enabled subjects to most significantly revise their beliefs
about their positions in the maze. These same trials induced increases
in ACC activity.

Finally, a study discussed above25 also found a class of neuron with
activity that appeared to be independent of whether the response was
correct, but that diminished throughout the four trials of each block as
less and less could be learned from each new outcome. Such neurons
might be expected if the ACC were encoding the value of each new
outcome for learning. Taken together with the prediction error signals,
these findings suggest that ACC activity when new information is
observed reflects the extent to which the current outcome should
dictate future actions, or the value of information attained from the
current outcome.

Cingulate cortex and acquisition of new information
Knowing the value of information is not only essential when consider-
ing how much influence new outcomes should have in learning. The
value of potential information is another crucial factor determining
choice. Animals should be prepared to sacrifice immediate reward for
the opportunity to acquire information that will yield greater rewards
in the future. Several lines of converging evidence suggest that the ACC
is also active before a decision that could potentially yield information.
One direct test of the idea comes from situations wherein subjects are
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Figure 4 Interrelationships between the learning
rate and the reward history. Adaptive nature of
reward integration, and its mediation by the ACC.
In all cases the curves show the influence of
outcomes from different past trials on the current
decision. (a) Relationship between learning rate
(a) and reward integration curves. Higher learning
rates (lighter shades) imply more influence of
recent trials, and shorter integration curves than
lower learning rates (darker curves). (b) Empirical
integration curve from a macaque monkey when
reward conditions are relatively stable. The current
decision is influenced by many trials in the
past41,43. (c) Empirical integration curve
from macaque monkeys when reward conditions
are relatively volatile. The present decision
(decision i) is influenced by only four trials into
the past42. (d) After a lesion to the ACC sulcus,
macaques are no longer able to appropriately
combine recent and historical information to guide
behavior. Only the most recent trial guides the
current decision42. Reprinted with permission
from Corrado et al.43 (Journal of Experimental
Analysis of Behavior) and Kennerley et al.42

(Nature Neuroscience).
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• Empirical integration curve from 
macaque monkeys when reward 
conditions are relatively volatile. 
The present decision (decision i) 
is influenced by only four trials 
into the past . (d) After a lesion 
to the ACC sulcus, macaques 
are no longer able to 
appropriately combine recent 
and historical information to 
guide behavior. Only the most 
recent trial guides the current 
decision
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The recently proposed error-likelihood hypothesis suggests that anterior cingulate cortex (ACC) and surrounding areas will 
become active in proportion to the perceived likelihood of an error. The ACC will be sensitive not only to perceived error 
likelihood, but also to the predicted magnitude of the consequences, should an error occur. 
The product of error likelihood and predicted error consequence magnitude defines the general “expected risk” of a given. 
This suggests why some segments of the population may fail to show an error-likelihood effect. In particular, error-likelihood 

effects and expected risk effects in general indicate greater sensitivity to earlier predictors of errors and are seen in risk-
averse but not risk- tolerant individuals. 
ACC may generally contribute to cognitive control by recruiting brain activity to avoid risk. 
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error likelihood and anticipated consequence-magnitude 
effects in ACC. Furthermore, although we were specifi-
cally interested in the ACC, no other regions in the me-
dial wall (�18 � x � �18) showed significant effects, as 
can be seen in Figure 3A. Two other brain regions showed 
expected risk effects (see Table 1), including one region 
in right dorsolateral PFC that also overlapped with that 
observed in our previous study (Brown & Braver, 2005). 
The overlap may suggest a common substrate of cognitive 
control driven by ACC activity.

We also performed a whole brain analysis in the 8 
low-gambling participants to look separately for effects 
of error likelihood (LMHE–LMLE) or error magnitude 
(HMLE–LMLE) in correct go trials. Because this is not 
a conjunction analysis, we used a higher threshold of p � 
.001 uncorrected, with a minimum cluster size of 8 vox-
els. No regions were found in the 8 low-gambling partici-
pants that showed effects of error likelihood with this test. 
One region with 9 voxels was found that showed predicted 
error-magnitude effects, with a peak p value of p � .0001, 

at Talairach coordinates 30, 39, 36 in the middle frontal 
gyrus (Brodmann’s area 9).

The computational model predicted an approximately 
linear relationship between ACC activity and the product 
of error likelihood and error magnitude as predicted by 
the color cue (Figure 1). Although increased error likeli-
hood and error magnitude both led to greater ACC activity, 
the two factors did not seem to be additive at high levels 
of error likelihood and magnitude. Whether over-additive 
or under-additive, the interaction between error likelihood 
and magnitude in the low-gambling group did not reach 
significance [F(1,7) � 5.50, p � .052]. The HMHE–
LMLE (correct go trial) comparison (Figure 3B) did not 
reach significance [t(7) � 1.65, p � .07, one-tailed], as 
might have been expected from the model predictions, and 
it appeared to yield no greater ACC activity than separate 
manipulations of error likelihood or error magnitude alone. 
One possible account for the apparent discrepancy between 
the human and model results is that the human ACC activ-
ity may also be modulated by the average reward per trial. 
In the HMHE condition, fully 70% of trials result in no 
reward at all. Therefore, the average per trial reward is the 
lowest of any error-likelihood and - magnitude conditions. 
The model in its present form does not take average reward 
per trial into account as a multiplier of ACC responses, but 
this could be simulated in principle.

Participants were not trained on the task extensively be-
fore scanning, so we examined whether the error- likelihood 
and predicted error-magnitude effects increased signifi-
cantly with learning throughout the course of a session. 
We looked for a learning effect by separately estimating 
the hemodynamic responses in four different time peri-
ods consisting of successive groups of two runs in each of 
the 8 low-gambling participants. In the region identified at 
Talairach �9, 27, 29, there was no significant correlation 
between error likelihood and time [r � �.11, F(1,30) � 
0.38, p � .54]. There was also no significant correlation 
between predicted error magnitude and time [r � �.10, 
F(1,30) � 0.33, p � .57]. Given these results, it seems that 
the sample size was sufficient to yield a main effect of 
error likelihood and magnitude, but not to reveal the time-
course of learning. In the interest of maximizing power, we 
therefore did not discard the earliest trials when estimating 
error-likelihood and magnitude effects.

Individual differences effects. For comparison with 
the low-gambling participants, we analyzed the remaining 
participants with DOSPERT gambling subscores � 6; these 
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Figure  3. Expected risk effects in ACC. (A) Exploratory analy-
sis of the dorsal ACC identified a region of interest in right ACC 
(Talairach 9, 27, 29) that showed significant effects of both error 
likelihood and anticipated consequence magnitude in the low-
gambling (risk averse) individuals. (B) A confirmatory analysis 
showed that in contrast with the low-gambling group, both error- 
likelihood and anticipated error-magnitude effects were virtually 
absent in the more risk-tolerant high-gambling group. HM, high 
error magnitude; HE, high error likelihood; LM, low error mag-
nitude; LE, low error likelihood. Except for conflict and error 
effects, all conditions reflect activation in correct go trials only.

Table 1 
Regions in Low-Gambling Subjects With 

Both Error-Likelihood and Error-Magnitude 
Effects With a Minimum of 21 Contiguous Voxels

Center x, y, z 
(Talairach)

   
Area

   
BA

 
 

 
No. Voxels

9, 27, 29 R anterior cingulate 32 32
31, �61, 26 R middle temporal gyrus 39 21
30, 37, 32  R middle/superior frontal gyrus   9  34

Note—Error likelihood = LMHE–LMLE correct go trials ( p �.05, two-
tailed, uncorrected). Error magnitude = HMLE–LMLE correct go trials 
( p �.05, two-tailed, uncorrected).
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sis of the dorsal ACC identified a region of interest in right ACC 
(Talairach 9, 27, 29) that showed significant effects of both error 
likelihood and anticipated consequence magnitude in the low-
gambling (risk averse) individuals. (B) A confirmatory analysis 
showed that in contrast with the low-gambling group, both error- 
likelihood and anticipated error-magnitude effects were virtually 
absent in the more risk-tolerant high-gambling group. HM, high 
error magnitude; HE, high error likelihood; LM, low error mag-
nitude; LE, low error likelihood. Except for conflict and error 
effects, all conditions reflect activation in correct go trials only.
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Età e decision making

• Dopaminergic and serotonergic systems are subject to change during aging. 
• Receptor loss and severe structural changes in PFC and striatum have been reported. 
• Associated with a progressive decline in episodic memory, working memory, and processing speed. and

deficits in tasks requiring adaptation to external feedback of right or wrong, or task-switching. 
• Are there structural and functional alterations of the reward system leading to impairments in 

reward processing, learning stimulus reinforcement associations, and reward-based decision-
making?
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Probabilistic object reversal task . Four out of six letters (C, F,
H, N, R, S) were presented simultaneously on a screen. The participants
had to choose one of the letters via button-press on a four-button mouse 
(chosen letters are marked in red here). After arandomized delay, 
participants received an abstract non-monetary feedback
cue (40, 20, 0, −20, −40 points). To collect as many points as possible
participants had to search for the most profitable letter (“N” in this case) 
by trial and error. 
To assess flexible relearning the feedback schedule covertly changed after
participants had reached a predefined learning criterion, i.e.
after the most profitable letter was chosen in more than 80% of 
successive trials, and another letter was associated with the maximum 
feedback (bottom). 
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384 A. Marschner et al. / Brain Research Bulletin 67 (2005) 382–390

a critical involvement of the OFC for encoding information
[23,24,40].

2.4. Neural correlates of probabilistic reward
association learning

In a recent fMRI study,we investigated neural correlates of
stimulus reward association learning in the human brain [51].
In a probabilistic object reversal task (pORT) [68] partici-
pants had to choose one out of four letters (decision-making
phase) and received feedback (abstract non-monetary reward
or punishment, “points”; rewardprocessingphase) after a ran-
domized delay (compare Fig. 1). Participants were instructed

Fig. 1. Probabilistic object reversal task [68]. Four out of six letters (C, F,
H, N, R, S) were presented simultaneously on a screen. The participants
had to choose one of the letters via button-press on a four-button mouse (for
the purpose of illustration chosen letters are marked in red here). After a
randomized delay, participants received an abstract non-monetary feedback
cue (40, 20, 0, −20, −40 points). To collect as many points as possible
participants had to search for the most profitable letter (“N” in this case) by
trial and error. To assess flexible relearning the feedback schedule covertly
changed after participants had reached a predefined learning criterion, i.e.
after the most profitable letter was chosen in more than 80% of successive
trials, and another letter was associated with themaximum feedback (bottom
row). (For interpretation of the reference to colour in this figure legend, the
reader is referred to the web version of the article.)

to collect as many points as possible so that they had to
determine, by trial and error, which letter was the most prof-
itable to choose. To assess flexible relearning the feedback
schedule covertly changed after participants had reached a
predefined learning criterion (most profitable letter chosen
in more than 80% of successive trials), and another letter
was associated with the maximum feedback. To make the
task less predictable, the reward schedule was probabilistic,
i.e. the letters were associated stochastically with the mag-
nitude of received points. For example, the choice of letter
“N” was rewarded with 40 points in 80% and with 20 points
in 20% of its occurrences. Based on the predefined learning
criterion, trials were divided into two groups: SEARCH and
LEARNED(reward associations not yet learned and learned).
To test in which brain regions the activity was modulated

by reward association learning, we contrasted activity dur-
ing SEARCH and LEARNED trials and vice versa during
decision-making and reward processing, respectively (group
average T-statistics).
Preliminary data show that during decision-making right

hemispheric dlPFC was more active while reward associa-
tions were being learned and the new target had to be found,
i.e. when comparing SEARCH and LEARNED trials. This is
in line with the idea that this area’s main function is response
selection [77].
Comparing LEARNED to SEARCH trials during

decision-making resulted in greater activation in left superior
frontal gyrus, cingulate gyrus, amygdala, and insular brain
regions.
The comparison of SEARCH and LEARNED trials dur-

ing reward processing revealed significant activation in left
frontal pole and left dlPFC. This activation could reflect the
processing of behaviorally relevant rewards thus signaling
that the most recent choice was good and had to be rein-
forced.
In contrast, the VST showed larger right hemispheric

responses to reward cues during LEARNED trials compared
to SEARCH trials which might reflect its role in processing
expected rewards (compare Fig. 2).

Fig. 2. Neural correlates of reward association learning in young sub-
jects. Right ventral striatum (x= 12/y= 18 /z= 3) showed greater responses
to reward cues after stimulus reward associations had been learned
(LEARNED>SEARCH trials; n= 8, p< 0.005; [51]). VST, ventral stria-
tum.
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Fig. 3. Age effects on neural correlates of reward assocation learning. (A) Statistical map of a group comparison between young and older adults (preliminary
data, 8 young and 8 older participants). Comparing LEARNED to SEARCH trials revealed greater activation of right ventral striatum (x= 8/y= 12/z=−5)
during reward processing in young relative to older adults. (B) Contrast estimates in ventral striatum in the young and older participants, respectively [53].

Specifically, the interplay and differential age-related vulner-
ability within the reward system is unclear. Therefore, it is
of special interest to know to what extent different aspects of
reward processing and reward association learning are vul-
nerable to aging.

3.6. Age effects on neural correlates of probabilistic
reward association learning

To address this issue we used event-related fMRI while
older (n= 9, mean age = 67.5 years) and younger (n= 9, mean
age = 24.3) participants performed the pORT [68], see above
[52]. Similar to our previous behavioral study, older adults
collected fewer points and needed more trials to learn stim-
ulus response associations than younger adults (p< 0.001).
This difference remained statistically significant after cor-
recting for the age effect in other frontal tests. Prelimi-
nary fMRI results show that young participants recruited the
dorsolateral PFC while learning stimulus response associa-
tions (i.e. a greater change in blood-oxygen-level-dependent
(BOLD) signal to feedback cues while stimulus response
associations have not yet been learned). FMRI signal changes
in the ventral striatum showed the opposite pattern: after asso-
ciations had been learned there was a greater BOLD response
relative to trials in which associations had not yet been
learned. In contrast, older adults showed additional activa-
tion in frontopolar regions during the decision-making phase
(compare Fig. 1). Comparing signal changes in older and
young adults,we found that theVSTwas less activated during
reward processing in older than in young adults after stimulus
reward associations had been learned (see Fig. 3). These data
thus showage-related differences in reward association learn-
ing and are consistent with several studies showing additional
recruitment of PFC in older adults. The differential activation
in the ventral striatum could be related to age-related alter-
ations of the reward system as outlined above.
When using functional imaging techniques, such as fMRI

to study neural correlates of cognitive aging several caveats
have to be mentioned. Healthy elderly participants might
have risk factors for cerebrovascular pathology, such as dia-
betes, hypertension and hyperlipidaemia. All of these factors

might affect the BOLD signal by altering cerebral blood flow
(CBF) and neurovascular coupling [17,28,31]. Altered neu-
rovascular coupling might also explain the finding that the
hemodynamic response of older subjects reaches its peak
earlier and is more variable across individuals compared to
younger subjects [1,33]. When interpreting age-differences
in neuroimaging data these caveats should be kept in mind.

4. Conclusion

The findings reviewed above help to gain a more com-
plete picture of the neural basis of reward-based decision-
making in the human brain and how this process is influ-
enced by aging. Previous studies investigating mechanisms
of decision-making used simple perceptual decision-making
tasks (e.g. direction ofmotion discrimination [85], flutter dis-
crimination [76], face-house discrimination [29]). In every-
day behavior rewards play an important role. As reviewed
above, alteration of the reward system might lead to impair-
ments in cognitive flexibility. Therefore, better understanding
reward-related processes, such as reward-based decision-
making in the aging brain is an important goal for future
research. From a neuroeconomical perspective it is impor-
tant to keep in mind that in the future in many countries
the proportion of elderly citizens will increase (e.g. in the
year 2030, about 50% of the German population will be over
50) and that the over 50-year-old have a great buying power
(about D 90 billion in Germany). Specifically, the changes in
choice behavior (lack in flexibility and perseveration) and
reward processing are relevant for the accessibility for adver-
tising effects. Understanding (altered) reward processing in
the aging brain will be crucial for the nascent field of neuroe-
conomics.
The findings reviewed above are also important from a

clinical perspective: Patients suffering from neurodegenera-
tive diseases, such as Alzheimer’s disease (AD) show deficits
in reversal learning tasks [22]. Neurofibrillary tangle pathol-
ogy in the OFC is extensive in early stages of Alzheimer’s
disease [9]. This widespread orbitofrontal damage in AD
may contribute to the severe behavioral changes, such as
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Behavioral paradigm. Left panel, Three cues
were each paired with a distinct reward value
that remained constant throughout the 
experiment. Right panel, The paradigm
consisted of a cue, response, and reward
that were temporally separated in time with 12 
s ITI

One of three pirate cartoon images was presented in pseudorandom
order on either the left or right side of a centered fixation for 1000 ms
After a 2000 ms delay, subjects were presented with a response prompt
of two treasure chests on both sides of the fixation (2000 ms) and 
instructed to press a button with their right index finger if the pirate was
on the left side of the fixation or their right middle finger if the pirate
was on the right side of the fixation.
After another 2000 ms delay, reward feedback of either a small, 
medium, or large amount of coins was presented in the center of the 
screen (1000 ms). Each pirate was associated with a distinct reward
amount. 
Subjects were not rewarded if they failed to make a response or if they
made an error; in both cases, they received an error message at the 
time they would normally receive reward feedback.
Subjects were guaranteed $50 for participation in the study and were
told they could earn up to $25 more, depending on performance (as
indexed by reaction time and accuracy) on the task. Although the 
reward amounts were distinctly different from one another, the exact
value of each reward was not disclosed to the subject
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Localization of nucleus accumbens (A) and orbital frontal cortex (C) activation to reward. There was a main effect of
reward value in the nucleus accumbens (B) [right (x6, y5, z2) and left (x8, y6, z2)] but not in the right
lateral orbital frontal cortex (x46, y31, z1) (D). 
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Magnitude and extent of 
accumbens and OFC activity to 
reward. A, Adolescents showed
exaggerated percent change in 
MR signal to large reward
relative to children and adults in 
the accumbens. B, In the OFC, 
children had the greatest
percent change in MR signal
relative to adolescents and 
adults. C, Children showed the 
largest volume of activity in the 
accumbens relative to 
adolescents and adults. D, 
Children and adolescents
showed greater volume of ac-
tivity in the OFC relative to 
adults. 

ences in the extent of activity in the accumbens (F(2,22) ! 4.7; p "
0.02) and OFC (F(2,22) ! 5.01; p ! 0.01). Post hoc tests confirmed
the largest volume of activity in the accumbens for children
(503 # 43 interpolated voxels) relative to adolescents (389 # 71
interpolated voxels) (t(22) ! 4.2; p " 0.05) and adults (311 # 84
interpolated voxels) (t(22) ! 3.4; p " 0.05) (Fig. 3C). Adolescents
and adults did not differ (t(22) ! 0.87; p ! 0.31). For the OFC,
children (864 # 165 interpolated voxels) (t(22) ! 7.1; p ! 0.01)
and adolescents (671 # 54) (t(22) ! 5.8; p ! 0.01) showed the
largest extent of activity relative to adults (361 # 45 voxels) (Fig.
3D), but there were no significant differences between children
and adolescents (t(22) ! 1.8; p ! 0.07). This pattern of activity
reflects protracted development of OFC relative to the NAcc (Fig.
4, graph).

Developmental differences in temporal processing of reward value
To examine differential changes in neural recruitment through-
out the experiment, we examined the main effect of, and interac-
tions with, time (early, middle, and late trials) on MR signal
change in the NAcc or OFC. The effect of time was observed only
in the interaction of time by group by reward in the accumbens
(F(8,136) ! 3.08; p ! 0.003) and less robustly in the OFC

(F(8,136) ! 2.71; p ! 0.02). This interaction was driven primarily
by changes occurring during the late trials of the experiment (for
changes as a function of early, middle, and late trials, see supple-
mental Fig. 2, available at www.jneurosci.org as supplemental
material). Figures 5 and 6 depict the temporal course of change in
MR signal as a function of small, medium, and large reward val-
ues for late trials by group for each region. These time series show
an exaggerated change in accumbens activity in adolescents rela-
tive to children or adults for the small and large reward trials that
occurs $5– 6 s after the response and the point in which all three
age groups show a change in MR signal. This pattern is illustrated
graphically in Figure 7 for clarity (for change in OFC activity at
this time point for all three age groups, see supplemental Fig. 3,
available at www.jneurosci.org as supplemental material).

Behavioral results
The effects of time on task and reward value were tested with a 5
(runs) % 3 (small, medium and large reward) % 3 (group)
ANOVA for the dependent variables of mean reaction time for
correct trials and mean accuracy. There were main effects of re-
ward value (F(2,72) ! 9.51; p ! 0.001) and group (F(2,220) ! 4.37;
p ! 0.02) and significant interactions of reward by time
(F(8,288) ! 4.176; p " 0.001) and group by reward by time
(F(16,272) ! 3.01; p ! 0.01) for mean reaction time. The main
effect of reward showed that, across all subjects, mean reaction
times were faster to the largest reward (mean, 515.47; SD, 178.75;
t(36) ! 3.8; p " 0.001) relative to medium (mean, 556.89; SD,
180.53) or small reward (mean, 552.39; SD, 180.35). The signifi-
cant interaction of reward by time was driven primarily by the
three-way interaction of group by reward by time. Adults differed
in mean reaction time to all three reward values by the end of the
experiment (Fig. 8). Adolescents were significantly faster to the
large relative to the medium and small rewards with no difference
between the medium and small rewards. The children showed no
significant differences in mean reaction time to the small, me-
dium, or large rewards. There were no significant correlations

Figure 3. Magnitude and extent of accumbens and OFC activity to reward. A, Adolescents
showed exaggerated percent change in MR signal to large reward relative to children and adults
in the accumbens. B, In the OFC, children had the greatest percent change in MR signal relative
to adolescents and adults. C, Children showed the largest volume of activity in the accumbens
relative to adolescents and adults. D, Children and adolescents showed greater volume of ac-
tivity in the OFC relative to adults. Error bars indicate SEM. Asterisks denote significant activa-
tion differences between children and adolescents and adolescents and adults in A; greater
activation in children relative to adolescents and adults in B; greater volume of activity in
children relative to adolescents and adults in C; and greater volume of activity in children
relative to adolescents and adolescents relative to adults in D.

Figure 4. Normalized extent of activity measure for the nucleus accumbens and OFC for all
subjects, adjusted for the average extent of activity (x & mean/mean) for each region.
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ences in the extent of activity in the accumbens (F(2,22) ! 4.7; p "
0.02) and OFC (F(2,22) ! 5.01; p ! 0.01). Post hoc tests confirmed
the largest volume of activity in the accumbens for children
(503 # 43 interpolated voxels) relative to adolescents (389 # 71
interpolated voxels) (t(22) ! 4.2; p " 0.05) and adults (311 # 84
interpolated voxels) (t(22) ! 3.4; p " 0.05) (Fig. 3C). Adolescents
and adults did not differ (t(22) ! 0.87; p ! 0.31). For the OFC,
children (864 # 165 interpolated voxels) (t(22) ! 7.1; p ! 0.01)
and adolescents (671 # 54) (t(22) ! 5.8; p ! 0.01) showed the
largest extent of activity relative to adults (361 # 45 voxels) (Fig.
3D), but there were no significant differences between children
and adolescents (t(22) ! 1.8; p ! 0.07). This pattern of activity
reflects protracted development of OFC relative to the NAcc (Fig.
4, graph).

Developmental differences in temporal processing of reward value
To examine differential changes in neural recruitment through-
out the experiment, we examined the main effect of, and interac-
tions with, time (early, middle, and late trials) on MR signal
change in the NAcc or OFC. The effect of time was observed only
in the interaction of time by group by reward in the accumbens
(F(8,136) ! 3.08; p ! 0.003) and less robustly in the OFC

(F(8,136) ! 2.71; p ! 0.02). This interaction was driven primarily
by changes occurring during the late trials of the experiment (for
changes as a function of early, middle, and late trials, see supple-
mental Fig. 2, available at www.jneurosci.org as supplemental
material). Figures 5 and 6 depict the temporal course of change in
MR signal as a function of small, medium, and large reward val-
ues for late trials by group for each region. These time series show
an exaggerated change in accumbens activity in adolescents rela-
tive to children or adults for the small and large reward trials that
occurs $5– 6 s after the response and the point in which all three
age groups show a change in MR signal. This pattern is illustrated
graphically in Figure 7 for clarity (for change in OFC activity at
this time point for all three age groups, see supplemental Fig. 3,
available at www.jneurosci.org as supplemental material).

Behavioral results
The effects of time on task and reward value were tested with a 5
(runs) % 3 (small, medium and large reward) % 3 (group)
ANOVA for the dependent variables of mean reaction time for
correct trials and mean accuracy. There were main effects of re-
ward value (F(2,72) ! 9.51; p ! 0.001) and group (F(2,220) ! 4.37;
p ! 0.02) and significant interactions of reward by time
(F(8,288) ! 4.176; p " 0.001) and group by reward by time
(F(16,272) ! 3.01; p ! 0.01) for mean reaction time. The main
effect of reward showed that, across all subjects, mean reaction
times were faster to the largest reward (mean, 515.47; SD, 178.75;
t(36) ! 3.8; p " 0.001) relative to medium (mean, 556.89; SD,
180.53) or small reward (mean, 552.39; SD, 180.35). The signifi-
cant interaction of reward by time was driven primarily by the
three-way interaction of group by reward by time. Adults differed
in mean reaction time to all three reward values by the end of the
experiment (Fig. 8). Adolescents were significantly faster to the
large relative to the medium and small rewards with no difference
between the medium and small rewards. The children showed no
significant differences in mean reaction time to the small, me-
dium, or large rewards. There were no significant correlations

Figure 3. Magnitude and extent of accumbens and OFC activity to reward. A, Adolescents
showed exaggerated percent change in MR signal to large reward relative to children and adults
in the accumbens. B, In the OFC, children had the greatest percent change in MR signal relative
to adolescents and adults. C, Children showed the largest volume of activity in the accumbens
relative to adolescents and adults. D, Children and adolescents showed greater volume of ac-
tivity in the OFC relative to adults. Error bars indicate SEM. Asterisks denote significant activa-
tion differences between children and adolescents and adolescents and adults in A; greater
activation in children relative to adolescents and adults in B; greater volume of activity in
children relative to adolescents and adults in C; and greater volume of activity in children
relative to adolescents and adolescents relative to adults in D.

Figure 4. Normalized extent of activity measure for the nucleus accumbens and OFC for all
subjects, adjusted for the average extent of activity (x & mean/mean) for each region.
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Percent change in MR signal �5– 6 s after
the response relative to pretrial baseline 
for each age group, showing an 
exaggerated change in accumbens
activity in adolescents relative to children
or adults for the small and large reward
trials. 



Rimpianto
• A seguito di perdite al gioco c’e’ attivazione di amigdala e 

corteccia orbitofrontale=> dovuta alla paura delle
conseguenze? Rimpianto?

Subjects selected between two gambles wherein regret was 
induced by providing information about the outcome of the 
unchosen gamble. 
Increasing regret enhanced activity in the medial orbitofrontal 
region, the anterior cingulate cortex and the hippocampus. 
Across the experiment, subjects became increasingly regret-
aversive, a cumulative effect reflected in enhanced activity 
within medial orbitofrontal cortex and amygdala. This pattern 
of activity reoccurred just before making a choice, suggesting 
that the same neural circuitry mediates direct experience of 
regret and its anticipation. 
These results demonstrate that medial orbitofrontal cortex 
modulates the gain of adaptive emotions in a manner that may 
provide a substrate for the influence of high-level emotions on 
decision making.



Rimpianto

On each trial, the subject viewed two gambles where different
probabilities of financial gain or loss were represented by the 
relative size of colored sectors of a circle. The preferred gamble
was indicated by the subject by a left or right button press. 
Once selected, the chosen gamble was highlighted on the 
screen by a green square. A rotating arrow then appeared in 
the center of the gamble circle, stopping after 4 s. The outcome
of the selected gamble, indicated by the resting position of the 
arrow, resulted in financial gain or loss for the subject. 
Half of the trials were ‘choose’ trials; in half of those, only the 
outcome of the selected gamble was given to the subject
(‘partial feedback choose’, PC). In the other half, the outcome
of both selected and unselected gambles were available
(‘complete feedback choose’, CC). An equal number of trials 
were ‘follow’ trials, in which the subject was informed that the 
computer would randomly choose one of the two gambles. A 
green square appeared behind one of the two gambles, and 
the subject had to press a button on the corresponding side. 
Follow trials were likewise divided into complete feedback 
(‘complete feedback follow’, CF) and partial feedback (‘partial
feedback follow’, PF) trials.

trials enabled subjects to judge not only the financial consequence of
their decision but also the outcome they would have achieved had they
selected the unselected option.

As a sense of responsibility is critical to the experience of regret, we
compared subjects’ responses when they had a choice (the ‘choose’
condition) with their responses when they had no choice, but rather
followed a computer-selected choice (the ‘follow’ condition), thus
removing any feeling of responsibility.

RESULTS
Ventral striatum response to wins and losses
Agency is reflected in cognitive and physiological engagement of
subjects. During task performance, subjects’ physiological responses
(heart rate) were significantly higher in ‘choose’ trials than in ‘follow’
trials (P ¼ 0.001). During fMRI, the processing of outcome was
modulated as a function of whether outcome (wins or losses) was
evaluated in the context of a ‘choose’ or ‘follow’ trial (that is, whether
subjects were agents). We found activation of anterior ventral striatum
during wins and a relative deactivation during losses solely in ‘choose’
trials (Fig. 2), highlighting the dependency of reward-related signaling
in this region on instrumentality20. This pattern of activity in ventral
striatum for ‘choose’ trials is consistent with a ‘reward prediction error’
response21 insofar as in ‘follow’ trials (where choice was computer-
selected, meaning the subject had no agency) there is no need for

prediction22. In other words, this area processes mismatches between
predicted and actual outcome and is activated when an outcome is
better than expected and relatively deactivated in the alternative case. In
light of this agency effect, we restricted our subsequent analyses of
outcome-related activity to ‘choose’ trials alone.

Disappointment and regret
The psychological and behavioral impact of outcome (wins and losses)
was influenced by the amount of feedback information provided to
subjects. Disappointment arises when, on a selected gamble, the
alternative outcome is more positive than an experienced outcome.
The magnitude of disappointment (that is, the discrepancy between the
‘unobtained outcome’ and actual outcome of the selected gamble
correlated with enhanced activity in middle temporal gyrus and dorsal
brainstem (including periaqueductal gray matter), a region implicated
in processing aversive signals such as pain23 (Table 1a).

Regret represents an emotion based on counterfactual processing,
but it differs from disappointment in its abstract point of reference.
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Figure 1 Experimental design. On each trial, the
subject viewed two gambles where different
probabilities of financial gain or loss were
represented by the relative size of colored sectors
of a circle. The preferred gamble was indicated by
the subject by means of a left or right button
press. Once selected, the chosen gamble was
highlighted on the screen by a green square. A
rotating arrow then appeared in the center of the
gamble circle, stopping after 4 s. The outcome of
the selected gamble, indicated by the resting
position of the arrow, resulted in financial gain or
loss for the subject. Half of the trials were ‘choose’
trials; in half of those, only the outcome of the
selected gamble was given to the subject (‘partial
feedback choose’, PC). In the other half, the
outcome of both selected and unselected gambles
were available (‘complete feedback choose’, CC).
An equal number of trials were ‘follow’ trials, in
which the subject was informed that the computer
would randomly choose one of the two gambles. A
green square appeared behind one of the two
gambles, and the subject had to press a button on
the corresponding side. Follow trials were likewise
divided into complete feedback (‘complete
feedback follow’, CF) and partial feedback (‘partial
feedback follow’, PF) trials.

Figure 2 Activity at outcome is related to win and loss. Activity within the
striatum, encompassing regions of ventral striatum, discriminated between
financial gain and loss at trial outcome. This effect, however, was significant
only for ‘choose’ trials, in which the subject was responsible for the choice
(that is, when the subject rather than the computer selected between two
gambles). Group data (thresholded at P o 0.001, uncorrected) is plotted on
sagittal and coronal sections of a normalized canonical template brain.
Striatal activations (VStr) were centered on MNI coordinates (8, 18, 0),
(6, 18, 2) and (12, 24, 8). The bottom panel plots the average parameter
estimates (± s.e.m.) for relative difference in BOLD activity at outcome for
wins and losses in ‘choose’ and ‘follow’ trials.
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Rimpianto

Activity at outcome is related to win and loss. Activity within
the ventral striatum, discriminated between financial gain and 
loss at trial outcome. We found activation of anterior ventral
striatum during wins and a relative deactivation during losses
solely in ‘choose’ trials, in which the subject was responsible
for the choice (that is, when the subject rather than the 
computer selected between two gambles). The bottom panel 
plots the average parameter estimates for relative difference in 
BOLD activity at outcome for wins and losses in ‘choose’ and 
‘follow’ trials. In other words, this area processes mismatches
between predicted and actual outcome and is activated when
an outcome is better than expected and relatively deactivated
in the alternative case.

trials enabled subjects to judge not only the financial consequence of
their decision but also the outcome they would have achieved had they
selected the unselected option.

As a sense of responsibility is critical to the experience of regret, we
compared subjects’ responses when they had a choice (the ‘choose’
condition) with their responses when they had no choice, but rather
followed a computer-selected choice (the ‘follow’ condition), thus
removing any feeling of responsibility.

RESULTS
Ventral striatum response to wins and losses
Agency is reflected in cognitive and physiological engagement of
subjects. During task performance, subjects’ physiological responses
(heart rate) were significantly higher in ‘choose’ trials than in ‘follow’
trials (P ¼ 0.001). During fMRI, the processing of outcome was
modulated as a function of whether outcome (wins or losses) was
evaluated in the context of a ‘choose’ or ‘follow’ trial (that is, whether
subjects were agents). We found activation of anterior ventral striatum
during wins and a relative deactivation during losses solely in ‘choose’
trials (Fig. 2), highlighting the dependency of reward-related signaling
in this region on instrumentality20. This pattern of activity in ventral
striatum for ‘choose’ trials is consistent with a ‘reward prediction error’
response21 insofar as in ‘follow’ trials (where choice was computer-
selected, meaning the subject had no agency) there is no need for

prediction22. In other words, this area processes mismatches between
predicted and actual outcome and is activated when an outcome is
better than expected and relatively deactivated in the alternative case. In
light of this agency effect, we restricted our subsequent analyses of
outcome-related activity to ‘choose’ trials alone.

Disappointment and regret
The psychological and behavioral impact of outcome (wins and losses)
was influenced by the amount of feedback information provided to
subjects. Disappointment arises when, on a selected gamble, the
alternative outcome is more positive than an experienced outcome.
The magnitude of disappointment (that is, the discrepancy between the
‘unobtained outcome’ and actual outcome of the selected gamble
correlated with enhanced activity in middle temporal gyrus and dorsal
brainstem (including periaqueductal gray matter), a region implicated
in processing aversive signals such as pain23 (Table 1a).

Regret represents an emotion based on counterfactual processing,
but it differs from disappointment in its abstract point of reference.
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Figure 1 Experimental design. On each trial, the
subject viewed two gambles where different
probabilities of financial gain or loss were
represented by the relative size of colored sectors
of a circle. The preferred gamble was indicated by
the subject by means of a left or right button
press. Once selected, the chosen gamble was
highlighted on the screen by a green square. A
rotating arrow then appeared in the center of the
gamble circle, stopping after 4 s. The outcome of
the selected gamble, indicated by the resting
position of the arrow, resulted in financial gain or
loss for the subject. Half of the trials were ‘choose’
trials; in half of those, only the outcome of the
selected gamble was given to the subject (‘partial
feedback choose’, PC). In the other half, the
outcome of both selected and unselected gambles
were available (‘complete feedback choose’, CC).
An equal number of trials were ‘follow’ trials, in
which the subject was informed that the computer
would randomly choose one of the two gambles. A
green square appeared behind one of the two
gambles, and the subject had to press a button on
the corresponding side. Follow trials were likewise
divided into complete feedback (‘complete
feedback follow’, CF) and partial feedback (‘partial
feedback follow’, PF) trials.

Figure 2 Activity at outcome is related to win and loss. Activity within the
striatum, encompassing regions of ventral striatum, discriminated between
financial gain and loss at trial outcome. This effect, however, was significant
only for ‘choose’ trials, in which the subject was responsible for the choice
(that is, when the subject rather than the computer selected between two
gambles). Group data (thresholded at P o 0.001, uncorrected) is plotted on
sagittal and coronal sections of a normalized canonical template brain.
Striatal activations (VStr) were centered on MNI coordinates (8, 18, 0),
(6, 18, 2) and (12, 24, 8). The bottom panel plots the average parameter
estimates (± s.e.m.) for relative difference in BOLD activity at outcome for
wins and losses in ‘choose’ and ‘follow’ trials.
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Rimpianto
Subjects selected between two gambles wherein regret 
was induced by providing information about the 
outcome of the unchosen gamble. 
Increasing regret enhanced activity in the medial 
orbitofrontal region, the anterior cingulate cortex and 
the hippocampus. 
Across the experiment, subjects became increasingly 
regret-aversive, a cumulative effect reflected in 
enhanced activity within medial orbitofrontal cortex 
and amygdala. This pattern of activity reoccurred just 
before making a choice, suggesting that the same 
neural circuitry mediates direct experience of regret 
and its anticipation. 
These results demonstrate that medial orbitofrontal 
cortex modulates the gain of adaptive emotions in a 
manner that may provide a substrate for the influence 
of high-level emotions on decision making.

(panel logit procedure with individual random effect, Table 2b) show
that subjects chose maximizing expected values (P o 0.001) and
minimizing future regret (P o 0.001).

Anticipating disappointment (as defined in equation 2 in Methods)
would correspond to risk avoidance. The absence of this behavior (as
shown in Table 2b for the variable d, P¼ 0.11) in the complete choose
condition indicates a hierarchical relationship between risk and regret.
Indeed, the subjects chose minimizing regret independently of the risk
component in their choice responses.

How the experience of regret affects decision making
The experience of regret has a powerful influence on subsequent
behavioral choice, leading to a pattern of behavior that can be
characterized as regret-aversive. In our experiment, this was manifest
in two distinct ways. First, we observed a behavioral bias in subjects’
choices over the course of the gambling task away from choices that
might engender an emotion of regret (Table 2b). Second, regret aversion
was also evident in a bias away from choices that had previously led to
negative outcomes, on the basis of subjects’ own cumulative experience
of regret. The proportion of regret-avoiding choices increased over time
with the cumulative effect of the experience of regret (Fig. 5a).

On the basis of the above data, we determined how these behavioral
biases were expressed in patterns of neural activity at the time of
choice behavior. We found enhanced activity (during the epoch
between trial onset and subject response in the complete choose
condition) in the dorsal anterior cingulate cortex and in the substantia
nigra, when subjects chose minimizing regret over maximizing
expected values (Supplementary Figure 2). Both anterior cingulate
and midbrain activities are related to a reward anticipation process (in
terms of error prediction signal)25–28. Activity related to a preceding
choice of maximal expected values in the ‘complete choose’ condition is
shown in Table 3b.

We next assessed the effects of cumulative history using a reinforce-
ment-learning model based on past emotional experience (see Meth-
ods). For cumulative regret experience, we observed modulation of

choice-related activity in the medial OFC,
right somatomotor, inferior parietal lobule
and left amygdala (Fig. 5b and Table 3c).
Notably, this expression of cumulative regret
at the time of decision making involved simi-
lar anatomical regions (medial OFC and ante-
rior medial temporal lobe) as that elicited by
regret at the time of outcome feedback. This
suggests that the experience-dependent influ-
ence of regret on decision making may be
supported by reactivation of processes med-
iating regret as a reactive emotion.

The more immediate experience of regret
in the preceding trial also influenced choice-
related activity, enhancing responses in right
dorsolateral prefrontal cortex, particularly
around the border between middle and infer-
ior frontal gyri, perhaps representing an influ-
ence of immediate regret on self-monitoring
at decision making. We also found that
enhanced activity during choice selection in
right inferior parietal lobule and right caudo-
lateral OFC correlated similarly with the mag-
nitude of regret experienced in the preceding
trial (Table 3d and Fig. 5c).

DISCUSSION
Regret is a complex emotion based on a counterfactual process that
juxtaposes the outcome of choices we make with a better outcome for a
rejected alternative. We show that activity in response to this negative
emotion is distinct from activity seen for mere outcome evaluation. In
our brain imaging data, the influence of personal responsibility on the
processing of outcome was evident in contrasting outcome-related
activity for ‘choose’ trials (where the subject selected which gamble to
‘play’) with ‘follow’ trials (where the ‘choice’ was computer-selected).
In accordance with psychological theory5,11, we also find a neuroana-
tomical dissociation of regret versus disappointment. Thus, outcome
evaluation is influenced by the level of responsibility in the process of
choice (agency) and by the available information regarding alternative
outcomes (complete or partial feedback). The level of regret, calculated
in terms of the magnitude of the difference between the forgone
outcome and the obtained outcome, was strongly correlated with
activity in the medial OFC.

In a number of studies (including tasks in which outcome is not
dependent on operant action) medial OFC activity reflects reward
attainment17,18,29,30. This has been interpreted as suggesting that
medial OFC may support positive emotions (and that lateral OFC
may support emotions with negative valence). Nevertheless, other
neuroimaging studies highlight a more complex role in reinforcement
representations that is also suggested by lesion data. Thus, enhance-
ment of medial OFC activity reflects devaluation in extinction
of conditioned aversive stimuli and inflation of aversive stimuli12.
Significant activity with monetary gain and loss has been reported in
both medial and lateral OFC31, whereas monetary gain in a probabil-
istic reversal task has been associated with activity in both medial and
lateral OFC. Similarly, lesions of medial OFC do not impair processing
of primary rewards but seem to interfere with relative reward dis-
crimination that includes conditions involving prospective and coun-
terfactual appraisal19,32. These findings point to a more complex
relationship in OFC than a simple medial-lateral specialization for
reward or punishment. Our data would suggest that cognitive context,
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Figure 5 Activity at choice: learning from the experience of regret. (a) Proportion of choice (± s.e.m.)
related to anticipated regret in ‘complete choose’ trials. Anticipated regret increased over time as the
experiment proceeded. (b) Activity at choice reflecting cumulative regret. We found activity in the medial
left amygdala (Amg; coordinates "8 to "16, "4, "25) and medial OFC ("10, 40, "24). Group data is
plotted on coronal and axial slices of a template brain in normal space at a threshold of P o 0.005,
uncorrected (for illustrative purposes in this figure only). (c) Activity reflecting prior regret at choice.
Individual subject analytic designs modeled the parametric modulation of activity during the epoch
between trial onset and subject response. Experience of regret in the preceding trial profoundly
influenced choice-related activity, enhancing responses in right dorsolateral prefrontal (DLPFC),
right lateral OFC, and inferior parietal lobule (IPL; Table 3c). Group activity is plotted at
P o 0.001, uncorrected.
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Activity at choice: learning from the experience of regret. (a) 
Proportion of choice related to anticipated regret. Anticipated
regret increased over time as the experiment proceeded. (b) 
Activity at choice reflecting cumulative regret. We found
activity in the medial left amygdala (Amg; and medial OFC). (c) 
Activity reflecting prior regret at choice. Experience of regret
in the preceding trial profoundly influenced choice-related
activity, enhancing responses in right dorsolateral prefrontal
(DLPFC), right lateral OFC, and inferior parietal lobule).



Regole morali
• Morality depends on a set of cultural rules that 

regulate interpersonal behaviour and provide a basis 
for social cohesion. 

• The interpretation of moral transgressions and their 
affective consequences depends on whether the 
action is intentional or accidental, and whether one 
is the agent of or witness to the action. 

• Participants were asked to make evaluations 
regarding the degree of inappropriateness of social 
behaviours described in stories in which they 
themselves, or someone else, transgressed social 
norms either intentionally or accidentally. 

• The amygdala was activated when participants 
considered stories narrating their own intentional 
transgression of social norms. This result suggests 
the amygdala is important for affective 
responsiveness to moral transgressions.

32, !76, !30, Z = 3.47). In the opposite comparison (Other >
Self), no significant difference of activation was detected.

In order to identify brain areas specifically activated when

evaluating self involvement in intentional violation of social norms,
the following contrast [(SI-OI)-(SA-OA)] was calculated. This
interaction revealed significant bilateral amygdala activation (Right
amygdala, x, y, z = 24,!4,!26, Z = 2.78, P = 0.003; Left amygdala,

x, y, z =!10,!2,!24, Z = 2.90, P = 0.002; see Fig. 1a). A post hoc
exploration of the parameter estimates showed that this effect was
driven by a greater response to Self Intentional violation as

compared to all other conditions (see Fig. 1b). The only region that
showed greater activation, at a threshold set to P < 0.001, was the
right dorsolateral prefrontal cortex (x, y, z = 28, 42, 26, Z = 3.49).

To identify brain areas specifically activated when evaluating
self involvement in accidental violation of social norms, the
following contrast [(SA ! OA) ! (SI ! OI)] was calculated. This
interaction revealed significant increased activation in the left

parieto-occipital fissure (x, y, z = !14, !70, 30, Z = 3.43) and the
left cerebellum (x, y, z = !6, !46, !46, Z = 3.51).

Discussion

The aim of the study was to specifically investigate whether
amygdala activity is modulated by intentionality and agency in the
perception of the transgression of social norms. The neural systems

supporting the processing of intentional and accidental trans-
gressions of social norms (relative to normal social behaviours),
regardless of agency, have been discussed elsewhere (Berthoz et

al., 2002; see also Greene and Haidt, 2002; and Casebeer, 2003 for
a review on the brain areas involved in moral cognition). Here we
focused on the interaction between intentionality and agency in the

factorial design.
Our critical finding was enhanced activity in the amygdala

when participants were presented with stories that narrated their

own intentional violation of social norms. Our factorial design,
which manipulated both the intentionality of the violation
(intentional vs. accidental) and the agency (self vs. other), made

possible to identify brain areas specifically activated when
evaluating self involvement in intentional violation of social
norms. This analysis revealed greater amygdala activation in
response to Self Intentional violation as compared to all the other

experimental conditions.
The amygdala is a crucial part of the neural circuitry by which

stimuli trigger emotional responses that reflect an appraisal of

value (Adolphs, 1999; Dolan, 2002). This is true whether the
stimuli are social (Aggleton and Passingham, 1981; Meunier et al.,
1999) or not (LeDoux, 2000), and whether the stimuli are visual,

auditory or verbal (Zald, 2003). The emotional responses could
serve to modulate and bias behaviour, depending on the appraised
valence of the stimuli (Dolan, 2002). The amygdala is also known
to play a role in perceiving other people’s emotional states

(Adolphs, 2003; Nishijo et al., 2003; Zald, 2003). Given the
amygdala’s hypothesized role in emotional evaluation, it seems
reasonable to suggest that it is the subjective emotional response

that produces the amygdala activation in the present study. Indeed,
the participants had to imagine what they/the story protagonist
would feel in the situation described.

It has been documented that the intensity of affective responses
directly relates to the magnitude of the amygdala activity (Zald,
2003). However, the question arises as to why the emotional

response was enhanced when subjects evaluated their own
intentional transgression of social norms as compared to the other
experimental conditions. One possible explanation relies on the
putative functions of the amygdala in associations based on reward

and punishment (Rolls, 2000) related to the anticipation of an
aversive event (Zald, 2003). In the present study, the affective
evaluation of one’s own intentional transgression (i.e., I hurt you

purposely) could elicit the anticipation of possible punishment as a
consequence of one’s own immoral behaviour. In contrast, no
punishment is expected if the violation is unintended, as the

transgressor usually makes clear that they acknowledge that his/her
behaviour has affected the wellbeing of another so as to restore the
social relationship (Keltner, 1995). Similarly, no personal punish-

ment is expected when the observer witnesses others violating
social norms.

However, additional measurements of the emotional response
elicited by the different experimental conditions, such as self-

reported feelings and galvanic skin response, are required to
adduce some support for this interpretation. One limitation of the
present study is that, after the scanning session, half of the

participants (n = 6) rated the personal stories (SA and SI), whereas
the other half rated the impersonal stories (OA and OI). This
procedure prevented us from analysing whether differences in

amygdala activation were correlated with the strength of embar-
rassment and inappropriateness associated with the different
conditions.

Fig. 1. Amygdala activation to one’s own moral violation. (a) Statistical

parametric map, overlayed onto the canonical MNI brain, showing the

voxels within the amygdala where a significant interaction between

Intentionality in violating social norms and Agency was observed (P <

0.005); (b) Parameter estimates of the local maxima in the right amygdala

(x, y, z = 22, !2, !26) show greater response when the social violation

was performed by the self and was intentional, as compared to the other

conditions. C.I.: Confidence Interval.
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