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Review
Glossary

Beam-forming techniques: beam forming is a signal-processing technique

used to locate the sources giving rise to sensor signals.

Fractional anisotropy: a set of parameters describing the degree of anisotropy

of water diffusion in axonal bundles. It is taken to reflect the density, diameter,

regularity, and myelination of fiber tracts.

Hysteresis: the dependency of the output of a system on its activation history

and not only on its current input.
In animal models the neural basis of cognitive and
executive processes has been studied extensively at
various hierarchical levels from microcircuits to distrib-
uted functional networks. This work already provides
compelling evidence that diverse cognitive functions are
based on similar basic neuronal mechanisms. More re-
cent data suggest that even cognitive functions realized
only in human brains rely on these canonical neuronal
mechanisms. Here we argue that language, like other
cognitive functions, depends on distributed computa-
tions in specialized cortical areas forming large-scale
dynamic networks and examine to what extent empiri-
cal results support this view.

Neurophysiological principles that underlie behavior
Discussions on the biological basis of language as a human-
specific trait have a long history [1–7]. Over past decades
advances in neuroimaging techniques applicable to humans
have provided highly consistent evidence on the functional
specificity, location, and connectivity of language-relevant
brain regions (for a review see [8]). With the exception of still
scarce data from intracranial recordings, this evidence is
mainly based on noninvasive imaging technology [MRI,
magnetoencephalography (MEG), electroencephalography
(EEG)] and therefore cannot be related directly to the
underlying processes at the cellular and microcircuit level.
However, comparative anatomical and electrophysiological
studies across different species and various regions of the
cerebral cortex provide compelling support for the notion
that the computational algorithms realized in cortical net-
works are remarkably similar. These similarities comprise
the biophysical properties of cortical neurons, the morphol-
ogy and laminar distribution of excitatory and inhibitory
subtypes of neurons, the organization of microcircuits, and
the overarching principles of the connectome linking cortical
areas [9–12].

The surprising stereotypy of cortical connectivity has
led to the widely accepted notion of a ‘canonical microcir-
cuit’, a connectivity motive that is preserved across species
and different cortical areas [10,11]. Because the function of
neuronal networks is determined by the properties of the
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constituent neurons and the specific circuitry mediating
interactions, it is assumed that the neocortex always
applies the same basic computational algorithm irrespec-
tive of the various tasks accomplished by different cortical
areas. The specific functions accomplished by different
cortical regions seem to be determined mainly by the input
and output connections; that is, an area could receive its
prominent input from and feed its output to either subcor-
tical structures or other cortical areas. Strong support
for this assumption comes from developmental studies
showing that, by rerouting thalamic projections, visual
maps can be formed in the auditory cortex and neurons
in this region develop response properties similar to those
normally found in the visual cortex [13]. These findings
underline the pluripotency (see Glossary) of cortical com-
putations and suggest that the specificity of functions
depends on the embedding of an area in the brain’s con-
nectome rather than on its intrinsic organization. One of
the conclusions derivable from this evidence is that the
cortical areas supporting language processing should
operate according to principles similar to those cortical
areas dealing with sensory and executive processes in the
non-language domain and therefore should be analyzable
in animal models. Thus, the challenge is to understand
the basic principles of cortical computation and to investi-
gate to what extent these can also account for the complex
cognitive processes realized in the human brain.

Here we take language as the test case. If the language
faculty, one of the most complex cognitive functions, can be
accounted for by common neurophysiological principles,
this would be a strong case for the generality of these
principles. We review neuroanatomical and functional
Pluripotency: original meaning – the capability of a stem cell to differentiate

into different cell types; meaning here – the ability of a neuronal network to

fulfill different functions.

Segmental: any segment of speech that can be identified in the speech stream.

Suprasegmental: linguistic term denoting features of a sound or sequence of

sounds beyond a single speech sound such as stress or pitch.
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Box 2. Linguistic units and language components

Language is more than a sequence of words. It comprises distinct

linguistic units and rules combining these units. Different compo-

nents of the language system are traditionally considered to deal

with these units.

Phonemes and phonology. A phoneme is an abstract sound

feature that makes the difference between two words (e.g., ‘hat’

versus ‘cat’). These features and their combination are part of

phonology. Another part of phonology is prosody, which deals with

rhythm, stress, and intonation.

Morphemes and morphology. A morpheme is a word or part of a

word. Morphology deals with the combination of morphemes into

new words. There are inflectional morphemes that modify a word

according to its role in a sentence (e.g., ‘run–runs’) and derivational

morphemes that create new word forms (e.g., ‘happy–unhappy’).

Although inflectional modification is procedural (created by syntac-

tic rules on each occasion anew), derivational creations are usually

stored in the lexicon.

Lexicon. This is the store of all words (word forms) including their

syntactic category (e.g., noun, verb) and respective meaning. Some

theories assume that each word is associated with a bundle of

semantic features (e.g., human, male) that are part of the meaning

representation [130].

Syntax. This is a set of rules that guides the combination of words

into phrases and sentences based on their syntactic category

information. These have an inherent hierarchical structure reflecting

the syntactic dependency between adjacent and nonadjacent words

within or between the phrases in the sentences. A prominent theory

assumes that there is a most basic syntactic operation, called

‘Merge’, that binds two elements (e.g., ‘the’, ‘house’) together into a

syntactic hierarchy (with ‘the’ dominating ‘house’ in a syntactic tree)

based on the category labels that each element carries (e.g.,

determiner, noun) [4]. By applying the operation twice, a larger

phrase (e.g., ‘to the house’) can be built; by applying it multiple

times, sentences can be built (e.g., ‘The man ran to the house’). This

operation is assumed to allow the build up of any structure in any

natural language [23].
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data relevant for speech and language, considering the
different levels from single cells over microcircuits to large-
scale networks. These data are compared with correspond-
ing findings in non-language-related brain structures and
non-language-competent species. An attempt is made to
embed the human data in the framework of distributed
coding in recurrent networks exhibiting high-dimensional
dynamics (for a review see [14]). Here we argue that even
the highly complex cognitive function of language is based
on computational principles similar to those of other cog-
nitive and executive functions.

In contrast to other means of communication, human
language is distinguished by syntax, a system of rules and
operations that permit the combination of information-
carrying elements (words) into metastructures (sentences).
Such syntactic structures allow the encoding of nested
relations with their long-distance dependencies required
for the representation of complex relations. They are not
specific to the auditory modality as they are also incorpo-
rated in sign language [15]. Although there is some evi-
dence that birds and monkeys are able to learn sequences
following very simple syntactic rules, they are unable to
cope with syntactically more complex hierarchical con-
structs [16–19] (Box 1). Because of this unique and modal-
ity-invariant property of the human language system to
deal with complex hierarchical structures, studies on ani-
mal communication in nonhuman primates [16] and birds
[20] have not led to the expected insights into language-
specific processes, as discussed recently [21,22]. This diffi-
culty to relate language-specific functions to neuronal
processes may, however, be compensated by the fact that
linguistic theory provides precise definitions of the basic
features of linguistic units and of the most basic syntactic
operations that underlie hierarchical syntax and thus the
core of language [23] (Box 2).

Neurons, ensembles, and distributed networks
Due to experimental constraints in recording single neu-
rons or neuronal ensembles in humans, our information
Box 1. Sequence processing in different species

In a seminal and much discussed paper, the ability to process rule-

based sequences was investigated across species [16]. It was shown

that both humans and cotton-top tamarins were able to process

auditory sequences following a simple rule, (AB)n, but that only

humans were able to deal with sequences guided by the more

complex rule AnBn. Neuroimaging in humans revealed that only the

more complex syntactic sequences of the AnBn type involved

Broca’s area, particularly BA 44 [126]. Interestingly, simple se-

quences of the (AB)n type activated a cortical region adjacent to

Broca’s area; namely, the frontal operculum, which is a phylogen-

etically older cortex [127,128].

Subsequent work in nonhuman primates [18] and birds [17,19]

challenged the view that only humans can process complex rule-

based sequences and applied sequences with more complex

syntactic rules to these animals. However, these studies led to an

ongoing discussion because of two aspects. First, it appears that

these sequences are not comparable with the hierarchical structures

of any natural language. Second, it has been argued that the birds’

apparent ability to process syntactic rules [19] can be explained by

much simpler, non-syntactic operations [20]. Thus, on the basis of the

data currently available, it appears that nonhuman primates [16,18]

and birds [17,19] can process non-hierarchical sequences, but not

hierarchical structures as present in all natural languages [129].
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concerning the neural representation of basic linguistic
units is limited [24–26]. However, data from nonhuman
primates may provide basic information on how such units
may in principle be represented at the neural level. The
flexible combination of feature-specific neurons into neural
assemblies is a strategy found in all sensory systems
investigated in this review (visual [27], olfactory [28],
auditory [29]; for a review of the principle, see [30]). Here
we assume that the basic linguistic units such as phonemes
and words are represented not by individual, highly spe-
cialized neurons but by small ensembles of temporarily
cooperating neurons, each of these units being tuned to a
component feature of the respective phoneme or word. By
flexible recombination of these feature-selective neurons
into different assemblies, a large number of phoneme
combinations (words) can be encoded with a relatively
small number of feature-selective neurons, like a nearly
infinite number of words can be generated within each
language with a small set of phonemes. Extrapolating
further from evidence on the neuronal code for sequence
processing in general, one expects that the processing of
syntactic sequences and the binding of words into phrases
and sentences is also accomplished by the generation of
time-varying spatiotemporal patterns of distributed neu-
ronal responses. Spatiotemporal patterns that represent
phrases and sentences are and should be transient to deal
with the infinite number of sentences made possible by the
combinatorial character of language. The integration of
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syntactic and semantic information during sentence pro-
cessing may be described as the activation of large num-
bers of neurons coordinated anew on each occasion [31,32].

Single neurons in early sensory areas of the cerebral
cortex are tuned to particular features of sensory objects
(visual cortex [33], auditory cortex [34], somatosensory
cortex [35]). However, when tested with complex stimuli
these canonical responses also become more complex; that
is, the receptive fields of the neurons change. The reason
is that complex stimuli activate a large number of cortical
neurons tuned to different features. Because of reciprocal
coupling through excitatory and inhibitory circuits, all of
the activated neurons influence one another and this results
in complicated response dynamics [36,37]. It follows from
these concepts of combinatorial distributed codes that indi-
vidual neurons participate in different functional networks
at different times. These networks, in turn, self-organize
into functionally coherent assemblies on the backbone of
anatomical connections depending on stimulus configura-
tions and behavioral goals. When learning occurs in addi-
tion, the weights of the anatomical connections change,
which in turn influences the association of neurons into
functionally coherent assemblies. Accordingly, individual
neurons function as multitasking units, as was documented
65
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Figure 1. Single-unit recording. A single unit in the right anterior hippocampus that (A) r

images of Halle Berry and the spiking responses to the images are shown. For each im

Vertical broken lines indicate image onset and offset (1 s apart). Strikingly, this cell resp

string ‘Halle Berry’, but not (B) to photographs of other women (5–7) or another name
recently in a study investigating the prefrontal cortex in
nonhuman primates [38].

Processing language sounds

Similar distributed and dynamic coding strategies are
likely to serve the representation of linguistic units. The
few single-neuron studies from human subjects support
this view. In medial frontal regions, cells have been found
that are activated selectively in association with the artic-
ulation of vowels and, in the superior temporal gyrus,
neurons have been identified that respond to simple,
non-language-specific auditory features [24], and popula-
tion signals have been found to correspond to more complex
constellations of elementary features characteristic of dis-
tinct phonemes [25].

Processing semantic aspects

Semantic aspects appear to involve processing areas locat-
ed in the medial temporal lobe (MTL) where some neurons
were shown to be activated by a visually displayed object or
a familiar person and her name [26], suggesting a high
degree of conceptual abstraction at this level of processing
(Figure 1). These findings have been interpreted as
evidence for one crucial aspect of sparse coding; that is,
87
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esponds to pictures of the actress ‘Halle Berry’ (1–3) and her written name (4). Three

age, the corresponding raster plots and post-stimulus time histograms are given.
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the representation of specific contents by a small number of
highly specialized neurons [39]. Another aspect is that of
temporal sparseness in neural responses. However, statis-
tical considerations of the probability of encountering such
units by chance indicate that even representations of
highly abstract, modality-invariant concepts must still
involve a large number of neurons bound temporarily into
functionally coherent assemblies. This suggests that
sparseness of coding is progressively achieved by iterative
recombination of feature-specific responses along the pro-
cessing streams that originate in the low-level, modality-
specific sensory areas and converge in higher processing
areas such as the MTL. Additional work has demonstrated
that single neurons respond to semantic categories rather
than to specific members of that category [26].

This latter finding can be directly related to cognitive
theories modeling the relation between semantic memory
and the representation of words. The assumption is that
both semantic engrams and the representation of words
share numerous common features (Box 3). Empirical sup-
port for the view that a word is represented as an ensemble
of features comes from behavioral and electrophysiological
studies. Thus, the time taken to recognize a word depends
on the number of semantic features (semantic richness)
[40] and brain responses vary as a function of the number
of features by which a given word differs from prior context
[41]. At the neuronal level, this would imply that a neuron
representing a basic semantic feature may participate in
various larger ensembles of word representations, with
semantically related words being encoded by overlapping
ensembles. Such a view would also be compatible with
experimental data from language perception showing that
the perception of semantically related words (‘tiger’ and
‘lion’) is facilitated when these are presented with a short
delay, allowing preactivation of the ensemble representing
the respective overlapping semantic features, but is
inhibited when the related words are presented with no
delay, leading to an interference effect [42]. This effect is
probably caused by hysteresis of the ensembles encoding
Box 3. Semantic features in semantic memory and lexicon

The relation between semantic memory and words represented in

the lexicon has long been discussed in cognitive linguistics.

According to some models, conceptual–semantic memory repre-

sentations and the corresponding lexical–semantic representations

can be described as ensembles of semantic features, with the word

in the lexicon representing a smaller set of features [130] and the

conceptual–semantic structure in memory representing a richer set

of features [131–133]. The language-independent conceptual–se-

mantic knowledge is traditionally thought to be represented in

semantic networks [131] in which nodes represent particular

semantic features of a concept (e.g., ‘bird’ has the features ‘is

animate’, ‘has wings’, ‘has feathers’, ‘can fly’) and are arranged in a

way permitting the encoding of hierarchical relations (with the

category name ‘animal’ being higher in the hierarchy than the

specific name ‘canary’). For best use of words in communication,

however, not all features need to be activated. For the correct use of

the word ‘bird’ in a sentence (e.g., ‘Birds fly’) the activation of the

semantic features ‘animal’, ‘can fly’ might suffice [130].

There are different views on semantics (see [134,135]) that are not

discussed here. Rather, the present focus is on the feature-based

semantic approach as it is of particular interest in the context of

recent neurophysiological findings [26].
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the overlapping semantic features. This time-sensitive
interference effect has been located by means of MEG in
the left temporal cortex [43], a cortical region known to
be involved in the processing of semantic aspects at
various levels of the semantic hierarchy [44]. Within such
a hierarchy, names at a higher level are correlated with
activation in the more posterior ventral occipitotemporal
cortex, whereas basic-level names were shown to addition-
ally activate the anterior–medial temporal lobe [45].
Future intracranial depth electrode recordings will have
to provide the respective evidence at the neuronal level.

From these data we may conclude that neuronal repre-
sentations for both phonemes and lexical items might
combine sparse codes with the flexibility and combinatorial
richness of assembly codes. Word forms are represented by
assemblies of phoneme-specific cells that can be flexibly
recombined to represent other word forms. Word-specific
assemblies would then in turn be bound, on the one hand,
with assemblies representing the various semantic conno-
tations that activate respective sensory or motor regions
for nouns and verbs [46]. On the other hand, they would
become the units of temporally extended sequences of
assemblies, bound together by syntactic rules and opera-
tions to represent sentences. The most basic syntactic
operation that has been claimed to bind two elements into
a syntactic structure is the operation ‘Merge’ [4,23], which,
when applied multiple times, allows the building of any
sentence structure in any language (Box 2).

The time-varying ‘meta-assemblies’ representing a sen-
tence and closely related semantic meanings would in turn
ignite other assemblies recruited from various subsystems
of the brain, allowing the temporary build up of syntactic
and semantic superstructures. Proving or falsifying this
concept of hierarchical nesting of assemblies is, however,
extremely challenging. Recently, nesting of oscillatory
patterns with theta–gamma coupling for phonemic and
syllabic processes has been described [47] (Figure 2). How-
ever, it is virtually impossible to simultaneously record the
responses of all neurons temporarily bound into a given
ensemble. It has been calculated that a given percept
engages about 2 million neurons in the medial temporal
lobe [48] and it is very likely that assemblies representing
sentences and their semantic associations comprise simi-
lar numbers of neurons.

The dynamics within and between neuronal ensembles
It has been suggested that assemblies of temporarily
bound neurons are characterized by enhanced coherence
of the responses of the participating cells [49,50]. Coher-
ence of small, spatially restricted assemblies appears to
be assured by synchronization of oscillatory activity in
the gamma frequency range (30–80 Hz) [43,51], whereas
coherence in large, spatially extended assemblies appears
to be established by synchronization of oscillations in
lower-frequency bands (beta, 15–30 Hz; theta, 4–8 Hz).
For a review see [52].

Processing syllables

Studies that focus on the neural dynamics of language
processing remain rare. In the speech domain, it has
been shown that the interhemispheric transfer between
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Figure 2. Nested oscillations. Speech–brain interaction from human intracortical recordings of primary auditory cortex. (A) Auditory cortex power strongly correlates with

speech modulations in two frequency bands, theta and gamma. The theta band aligns to speech with zero time lag; the gamma band reflects speech modulations after a 40-

ms time lag. (B) White box shows theta–gamma frequency nesting. Adapted, with permission, from [47].
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primary and secondary areas of the auditory cortex during
conscious syllable processing is based on synchronous
gamma oscillations [53]. Focusing on recording from the
auditory cortex, it was suggested that the Heschl’s gyrus
and the posterolateral superior temporal gyrus show a
preference for a syllable compared with click trains
[54]. Neural oscillatory activity as obtained by invasive
electrocorticographic recording suggests left lateralized
perceptuomotor processing in syllabic parsing [55].

Processing content words

The role of oscillations in the formation of word-related
assemblies has been studied mainly in the context of
memory formation and recall. Increased gamma oscilla-
tions (>30 Hz) were found when comparing content words
(nouns and verbs) that carry semantic meaning to function
words carrying no meaning [56]. Differences in gamma
power were also reported for nouns and verbs reflecting
different semantic associations such as visual scenes and
motor acts, respectively [46]. Enhanced gamma oscilla-
tions were, moreover, reported when subjects processed
semantic violations in sentences [57–60]. In tasks with
high memory load or requiring extended search of stored
information, coherence was increased in the theta range.
Theta coherence within a large-scale network involving
inferior frontal and temporoparietal regions was also
found in semantic word–word priming for the coupling
between the primer and the primed word [61] and when
pseudowords had to be distinguished from real words
[62]. Successful retrieval of words from memory was asso-
ciated with enhanced coherence in the beta band between
anterior and posterior brain regions [63,64]. These findings
agree well with the notion that memory-related processes
[65–67] and very extensive networks comprising widely
distributed cortical areas are typically coordinated in the
theta and beta frequency band [63,68,69].

Processing syntax

There are a few studies that have investigated oscillatory
activity during sentence comprehension [70–73]. However,
the investigation of syntactic aspects can be achieved
only by disentangling these from other linguistic and
non-linguistic aspects using either artificial grammar
paradigms [74] or natural languages in which only syntac-
tic parameters are varied systematically [75]. Such
approaches have successfully been applied in the past in
both event-related brain potential and fMRI studies (for a
review see [8]). In a recent fMRI study on the processing of
syntactically complex sentences, syntactic aspects were
found to be located in the inferior frontal gyrus (IFG)
whereas aspects of verbal working memory involved in
the processing of such sentences involved the parietal
cortex [76]. The spatiotemporal pattern underlying the
processing of syntactically complex, memory-demanding
sentences revealed left parietal alpha enhancement for the
working-memory-intensive processing [75]. These results
suggest the possible explanatory power of cortical dynam-
ics at the level of sentential processing, and future research
will have to show whether these promises hold.

A particularly fascinating finding is that oscillations of
different frequencies coexist and exhibit phase–amplitude
coupling, in which the amplitude of a fast oscillation varies
with the phase of a concomitant slow rhythm [77]. It has
been proposed that this phenomenon, known as cross-
frequency coupling, might serve the encoding of nested
relations whereby the assembly oscillating in the low-
frequency range is thought to represent a supraordinate
content (e.g., a category) while the fast-oscillating assem-
blies nested within the slow rhythm represent more spe-
cific items (for a review see [78]).

Small-scale and large-scale networks
The size of functional networks defined by synchronous
activity covers many different scales. Accordingly, methods
for their identification differ. Small-scale, local networks
are usually identified by measuring the power of local
oscillatory signals known as local field potentials (LFPs)
when recorded with invasive techniques or as sensor signals
when recorded with EEG/MEG techniques. The reason is
that the power of these signals increases with the number
of neurons participating in a synchronous assembly and
with the precision with which neurons are synchronized
among each other. Large-scale networks that usually extend
across several cortical areas are identified by determining
the synchronicity and/or coherence of oscillatory signals
picked up from different electrodes or sources identified
with beam-forming techniques. Using coherence measures,
large-scale networks have been identified for numerous
cognitive and executive functions. They form and dissolve
in a transient context- and goal-dependent way and often
reflect well the density of anatomical connections between
the respective cortical areas, or nodes.
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Sound attributes of language

Speech sounds and prosody concern the segmental and
suprasegmental aspects of spoken language, respectively.
The former aspect is dealt with by a local network in the
left hemisphere, whereas suprasegmental information is
mainly processed in the right hemisphere. The differenti-
ation between speech and non-speech is accomplished by a
network in Heschl’s gyrus and directly adjacent regions
and the differentiation between various aspects of speech
sounds (frequency, spectral information) is computed in a
region lateral to Heschl’s gyrus at the convexity of the
superior temporal gyrus extending into the superior tem-
poral sulcus, the planum temporale [79–81]. To encode
segmental information, the system must operate with a
temporal resolution of 20–50 ms, whereas a temporal res-
olution of 150–300 ms is sufficient to cope with supraseg-
mental information. If oscillatory patterning of responses
were used for temporal parsing, this should imply that
segmental and suprasegmental information is parsed by
oscillations in different frequency ranges. In accordance
with the hemispheric specializations for speech functions,
it has been proposed that the left and right hemispheres
preferentially operate in these different time domains; that
is, the left hemisphere in the gamma range and the right
in the theta range [82,83]. When processing connected
speech, however, segmental information processed in the
left hemisphere and larger-scale suprasegmental informa-
tion processed in the right hemisphere [84,85] must be
integrated. The bihemispheric network dynamics underly-
ing this integration during speech perception as a whole
remain to be described at the neural level.

Semantic attributes of language

Functionally, a modality-independent representation of
semantic knowledge (as tested with pictures, symbols,
and words) has been located in the anterior temporal lobe
[86]. Investigations of the neuronal mechanisms engaged
in the storage and read out of lexical–semantic representa-
tions have so far remained confined to the macro level and
were based either on patient data [87] or on fMRI [88]
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approaches. These studies suggest a widespread semantic
network involving temporal and parietal regions as well as
inferior frontal regions. Temporal and parietal regions,
particularly the angular gyrus [Brodmann area (BA) 39]
and the supramarginal gyrus (BA 40), as part of Wernicke’s
area are supposed to support the storage or representation
of lexical–semantic information [89,90] as well as sentence-
level processes such as the establishment of the relation
between the verb and its arguments [91,92]. The inferior
frontal regions, particularly the pars triangularis (BA 45)
and orbitalis (BA 47), appear to serve its retrieval and
manipulation [93,94]. This suggests again that local,
small-scale networks cooperate in a large-scale network
that extends across several cortical lobes when lexical–
semantic information is accessed and processed in the
human brain. These regions are structurally connected
by ventrally located fiber tracts; namely, the uncinated
fascicle and the extreme fiber capsule system, also called
the inferior fronto-occipital fascicle [95] (Figure 3). The
brain regions together with the fiber tracts constitute the
semantic processing system. However, this is not unique to
the language system. The networks involved in the repre-
sentation of polymodal sensory objects and in the control of
attention are equally widespread (for a review see [96]).
One basic theme appears to be that functional networks
are formed dynamically on the backbone of the anatomical
connections by enhancing the coherence of temporally
structured activity (see [96]).

Syntax

Syntax concerns the set of rules according to which complex
structures are generated. However syntax, although com-
plex, can be broken down into very basic principles [23,97]
(Box 2), possibly allowing a more fine-grained neural
grounding than has been resolvable so far [98]. The neural
substrate for the processing of syntactically complex
sentences comprises a large-scale frontotemporal network
involving the left IFG and the left posterior superior tempo-
ral gyrus and sulcus (pSTG/STS) [99]. The basic operation
of ‘Merge’, by contrast, appears to be localized in a very
ys
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Box 4. Resting-state networks

Resting-state fMRI allows one to examine the functional connectiv-

ity between brain regions independent of any task. Functional

connectivity refers to inter-regional correlations of spontaneous

brain activity. A consistent finding is that networks which tend to be

correlated in their spontaneous activity during rest are similarly

modulated by tasks involving the respective functional domains. At

the group level, various networks and subnetworks have been

reported (e.g., [136,137]). These networks include the motor net-

work, the visual network, and two lateralized networks comprising

superior parietal and superior frontal regions, as well as the so-

called default network comprising the precuneus, medial frontal,

and inferior parietal and temporal regions [138–140].

Besides the analysis of spontaneous brain activity during the

resting state, a new line of research has been opened that

characterizes more specific resting-state networks. It has been

shown that domain-specific network information can be extracted

from task-dependent fMRI data in a certain domain by removing

specific experimental stimulation using low-frequency filtering that

removes stimulus-locked correlations [141]. This method has

recently been used to identify a so-called default language network

that comprises those language-related brain regions known from

functional language studies [123].
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confined region; namely, in the pars opercularis (BA 44) in
Broca’s area, suggesting a small-scale network [100]. This
organization closely resembles that of other sensory/motor
systems. Here, too, areas with highly specific functions
exhibit little variability with respect to size and location.

For the processing of sentences, the small-scale syntac-
tic network in the left BA 44 works together with a syntax-
related working memory system located in the left inferior
frontal sulcus. These two regions are connected by short-
range white matter pathways and exhibit functional cou-
pling during the processing of complex syntactic hierar-
chies [100]. This small-scale network is part of a large-scale
network that in addition involves posterior temporal and
parietal lobes [101]. This larger network exhibits function-
al coupling of frontal and posterior regions during sentence
processing [102,103]. Structurally these cortical areas are
connected via dorsally located long-range white matter
fiber bundles – the arcuate fascicle and the superior lon-
gitudinal fascicle – and are functionally coupled during
sentence processing [102,103] (Figure 3). The structural
features of these fiber tracts, which can be derived from
fractional anisotropy in diffusion tensor imaging (DTI), are
highly correlated with the processing of verbal memory-
demanding, syntactically complex sentences in adults [76]
and the increasing processing success with such sentences
during childhood [104].

The involvement of a dorsal and a ventral processing
stream for language in humans so far has been discussed
mainly on the basis of functional data [105–107] rather
than structural data [104]. The general organizational
features of the two processing streams closely resemble
network organizations in the non-language domain. For
instance, the visual system also contains large networks,
also called processing streams, that comprise occipital,
parietal, and temporal regions. The dorsal stream process-
es object attributes required for the control of grasping
movements whereas the ventral stream analyses the fea-
tures required for object recognition [108]. In both nonhuman
primates and human subjects, these areas occupy the same
subdivisions of the occipitotemporal cortex [109,110]. This
suggests genetic determination of wiring patterns that pre-
dispose cortical areas to take over specific functions. These
functions are then optimized during development by experi-
ence-dependent pruning of connections and subsequently
refined by learning processes.

Network complexity
The architecture of cortical networks at both the functional
and structural level has been optimized by evolution for
complexity. Network complexity is lowest when connec-
tions between nodes are either highly regular, like the
edges between atoms of a crystal, or completely random.
Somewhere between regularity and randomness is an
optimum where complexity – and hence the amount of
information contained in the network – is maximal. Graph-
theoretical analyses suggest that cortical networks are
close to this optimum [111,112]. Interestingly, evolution-
ary studies based on species comparison indicate that
phylogenetically recent brains (nonhuman primates and
humans) show the highest degree of complexity [11]. More-
over, they indicate that human brains differ from those
of their nearest neighbors by the emergence of nodes that
have an exceptionally high degree or number of edges/
connections with other nodes. Relevant in the present
context is the fact that these strategic hubs are all related
to networks supporting the highest cognitive functions
such as polymodal integration and the integration of se-
mantics and syntax in language. This emergence of highly
interconnected hubs may be intimately related to the
evolution of language competence. As these motifs of the
connectome show little interindividual variability within a
given species, it must be assumed that they are genetically
specified.

Our knowledge about cortical networks has been in-
creased by DTI, which allows one to describe the structural
connectivity between different areas in the human brain
[113–115], and by putting these data in relation to the
functional networks identified by investigating the coher-
ence of resting-state activity among nodes using either low-
frequency blood oxygen level-dependent (BOLD) fluctua-
tions (<1 Hz) or faster oscillations measured with MEG/
EEG [116]. The general outcome of such studies is that nodes
with strong anatomical connections also tend to exhibit
enhanced coherence of resting-state activity (Box 4). Thus,
in the visual domain, the functional networks that form and
dissolve dynamically in a state- and goal-dependent way
reflect well the architecture of coupling connections. Inter-
estingly, as exemplified by the default network, the major
hubs within the structural network are highly correlated
with the major activation foci [117,118]. Developmental
and longitudinal studies indicate that functional networks
are susceptible to experience- and training-dependent mod-
ifications [119,120]. Thus, resting-state coherence shifts
from predominantly interhemispheric to predominantly
intrahemispheric during development [121] and networks
identified by coherence in the beta-frequency range change
from diffuse to focal, undergoing a transient phase of dra-
matically reduced coordination during late adolescence
[122]. Coherence analysis of slow activity fluctuations also
proved effective for the delineation of domain-specific default
335



Box 5. Outstanding questions

� What are the general mechanisms that bring about network

oscillations?

� What are the putative functions of oscillations and synchrony in

different frequency ranges?

� Can nested oscillations provide evidence for parallel semantic and

syntactic processes in the language network or their interaction

and integration?

� How can neuronal networks encode, store, and replay information

about sequences in general? Possible solutions to this problem

have been proposed recently but are based on different concepts.

One exploits the nonlinear dynamics of recurrent networks and is

addressed as ‘reservoir or liquid or echostate computing’ [14]. The

other uses ‘deep learning’ strategies in multilayered feedforward

networks [142]. The question, however, remains how such

strategies are implemented in the brain.
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networks. Within the domain of language, this default net-
work comprises major parts of the language-related brain
regions, with a privileged coherence between those nodes
(left BA 44 and pSTG) that constitute the sentence-proces-
sing system [123]. These are tightly linked by long-range
white matter fiber bundles [124] and exhibit synchronization
of activity in the theta-frequency band.

At a faster timescale, the spatiotemporal patterns of
spontaneous activity closely resemble those occurring in
response to sensory stimulation. This has led to the sug-
gestion that spontaneous activity, by reflecting the geneti-
cally and epigenetically determined coupling architecture
of networks, represents stored knowledge (priors) required
for the processing and interpretation of sensory signals
[125] (for a review see [14]) (Box 5).

Concluding remarks
At the neuronal level, complex cognitive processes appear
to be implemented by the integration of a large number of
local processes into multidimensional coherent global
states or, in other words, by the hierarchical nesting of
operations realized at different scales in densely intercon-
nected subnetworks of variable size. These principles ap-
pear to hold for all cognitive subsystems, as illustrated in
this review. Highly stereotyped, automatic processes such
as syntactic computation are achieved in devoted subnet-
works, as shown by the findings of strictly local processing
of the most basic syntactic computations, whereas the more
recent analyses of large-scale coherence reveal integration
of these local processes into considerably wider and dis-
tributed networks. Processes that already rely on very
large networks [88], such as semantic and interpretative
processes, and that have to account for cultural and indi-
vidual differences in meaning attribution are much more
difficult to analyze as their nested dynamics are predict-
ably more complex than those of the local networks devoted
to elementary subprocesses.
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